
GAMMA-RAY SPECTROSCOPY USING

DEPTH-SENSING COPLANAR GRID CdZnTe

SEMICONDUCTOR DETECTORS

by

Benjamin Walter Sturm

A dissertation submitted in partial fulfillment
of the requirements for the degree of

Doctor of Philosophy
(Nuclear Engineering and Radiological Sciences)

in The University of Michigan
2007

Doctoral Committee:

Associate Professor Zhong He, Chair
Professor Ronald F. Fleming
Professor Glenn F. Knoll
Associate Professor Thomas H. Zurbuchen



c© Benjamin Walter Sturm 2007
All Rights Reserved



To my parents, Devere and Zita Sturm

ii



ACKNOWLEDGEMENTS

A great many people have helped to shape me as an engineer and scientist during

my graduate studies at the University of Michigan, but the person who deserves the

greatest amount of recognition is my advisor, Professor Zhong He. They say that

selecting a good advisor is one of the most important factors in determining how

successful one will be as a graduate student. I can safely say that I lucked out in

this regard and chose a very kind and supportive advisor in Professor He. I was

always amazed that whenever the direction of my research was a little unclear to me,

I could go and discuss this with him and thirty minutes later I would come out of

his office with a whole list of new experiments to run. I thank him very much for all

the guidance he has given me over the years, and I hope to someday have the chance

to win the money back I lost from him playing poker.

I would also like to thank the other members of my dissertation committee who in-

clude Professor Glenn F. Knoll, Professor Ronald F. Fleming, and Professor Thomas

H. Zurbuchen, for the time they took out of their busy schedules to read through my

dissertation and attend my defense presentation. I feel privileged to attend a univer-

sity where the person who wrote “the book” in the field that I study (Prof. Knoll)

can serve on my dissertation committee. Thank you also to all the members of my

research group, past and present, who have all been a vital part of my graduate stud-

ies, who include Dr. Scott Kiff, Dr. Feng Zhang, Dr. Dan Xu, Dr. Carolyn Seifert,

Miesher Rodrigues, Steve Anderson, Chris Chwasz, James Berry, and Dr. José Pérez.
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CHAPTER I

Introduction

The coplanar grid CdZnTe gamma-ray detector was first introduced as a means to

read out the signals from the relatively fast moving electrons in CdZnTe while miti-

gating the normally detrimental effect of slow moving holes. This readout technique

was the main driving force that helped to advance the utilization of CdZnTe as a

viable gamma-ray detection medium. Since the beginning of coplanar grid CdZnTe,

many advancements have been made that have resulted in better performing detec-

tors. Some of which are a result of better crystal growth and detector fabrication

techniques. However, many advancements are a direct result of a deeper physical

understanding of this detection method. This document will detail the many such

improvements and discoveries made during the course of this research.

1.1 Gamma-ray spectroscopy using semiconductors

At the onset of gamma-ray spectroscopy, NaI(Tl) scintillation detectors were the

most predominantly used gamma-ray detectors. These detectors have the advantage

of good gamma-ray detection efficiency in addition to the relatively easy implemen-

tation in portable instrumentation. Even today, NaI(Tl) is the most commonly

employed gamma-ray detection medium [1]. The main drawback of this material is

the generally poor energy resolution that can be obtained of about 6% FWHM at 662

1
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keV. The cause of this is due to the relatively small number of information carriers

produced at the photocathode of the photomultiplier tube, which is a combined result

of the high ionization energy of NaI(Tl) of ∼25 eV and the small quantum efficiency

of the photocathode. When good energy resolution is of the utmost importance, an

alternative to NaI(Tl) must be sought.

Semiconductors are solid-state materials that possess the properties of crystallinity

with a band structure that is neither totally conducting nor insulating. These mate-

rials typically have band gap energies of 1-3 eV and ionization energies just slightly

greater. For Si, a ubiquitous semiconductor material, the average particle energy

loss per electron-hole pair produced is around 3.6 eV at room temperature. This

means that for a 662 keV gamma-ray photoelectric interaction, ∼1.8× 105 e-h pairs

are produced. The statistical limit in energy resolution is governed by the number

of information carriers N produced. The general formula that describes this limit is

given by Equation (1.1)

R|statistical limit = 2.35

√
F

N
(1.1)

where F is the Fano factor. A good approximation of F for Si is 0.1. Hence, at 662

keV the energy resolution for Si due only to statistical fluctuations in the number

of charge carriers, is limited to 0.18%. This is significantly better than in NaI(Tl)

scintillators.

Another favorable property of semiconductors are their fast response. The drift

velocity of the charge carriers ν is given by ν = µE where E is the electric field

magnitude and µ is the carrier mobility. This relationship generally holds for electric

field strengths below the point at which a saturation velocity is achieved. At the

saturation velocity, further increases in the electric field will have no effect on the

charge carrier drift velocity. For a 0.1 cm Si detector, charge carriers drifting at the
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saturation velocity can be collected in under 10 ns [1]. Fast collection times generally

results in less charge trapping, since charge carriers tend to have an average lifetime

in the crystal, which can be on the order of 100µs for Si [2]. Hence, this means that a

large fraction of all the carriers formed by the incident radiation should be collected.

More efficient collection of charge carriers will ultimately result in better energy

resolution. In addition, the fast response of semiconductor detectors generally results

in better noise properties, since shaping times in the pulse processing electronics can

be kept quite small, which results in less parallel noise being integrated into the final

signal.

Gamma-ray detection requires that the material have a large atomic number, or

Z value. This is because the probability for a photoelectric interaction to occur in a

given material is approximately proportional to Z4.5/E3.5, where E is the energy of

the incident gamma-ray. Photoelectric absorption is the preferred mode of gamma-

ray interaction, because it entails full energy deposition in the device. For this

reason, Si is generally not a very good material for gamma-ray detection, because

the Z value of Si has a relatively small value of 14. In addition, detectors using Si tend

to have relatively small thicknesses which results in even poorer detection efficiency.

A much better material for gamma-ray detection is Ge, which has a Z value of 32.

Refining techniques have been developed to render a version of Ge called high-purity

germanium (HPGe). HPGe has the advantage that much larger depletion depths

can be achieved, resulting in a greater active volume for gamma-ray detection. The

combination of high Z, relatively large volumes, and an ε value of only ∼3 eV has

lead to the prevalence of HPGe when energy resolution is of the utmost importance.

As a means of comparison, this material can achieve 0.14% energy resolution at 662

keV [3]. However, a major drawback of HPGe is the necessity to cool it to cryogenic
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temperatures of 77 K, because the small bandgap (0.7 eV) results in a large amount

of thermally induced leakage current when operated at room temperature. The

requirement to keep HPGe cooled to liquid nitrogen temperatures makes it difficult

to employ this material in portable instrumentation. Hence, a push for finding room-

temperature semiconductor detectors that can achieve performance near to HPGe,

but with the added capability to operate at room temperature has been ongoing for

the past few decades.

1.2 Room-temperature semiconductor detectors

Room-temperature semiconductor gamma ray detectors all possess a similar series

of attributes. These include a wide bandgap, generally greater than 1.5 eV, which

limits the number of thermally generated conduction electrons and hence dark current

noise at room temperature. They also have a high Z, helping to maximize the

cross section for photoelectric absorption. In addition, these detectors are almost

exclusively based on the use of compound semiconductors. The most commonly

employed semiconductors for such purposes include HgI2, CdTe, and Cd1−xZnxTe.

CdTe has been studied extensively since the 1960s [4–6]. This material has a high

Z of 48 and 52, resulting in good gamma-ray stopping efficiency, and has a bandgap

energy of 1.52 eV [1]. Charge carrier mobilities are 1000 cm2/Vs for electrons and

80 cm2/Vs for holes [2]. The low hole mobility results in a high percentage of hole

trapping and hence incomplete charge collection. Hence, CdTe devices employing the

planar electrode configuration are generally limited to thinner devices (1-2 mm thick).

Another detrimental property of this material is the polarization effect that is often

observed [7, 8]. This effect is thought to be caused by the build-up of space charge

in the material over time, resulting in a degradation in spectroscopic performance.
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Although CdTe is a wide bandgap semiconductor, it has a relatively high leakage

current, which ultimately contributes to more noise in the system.

HgI2 has been investigated since the 1970s as a room-temperature detector [9–12].

It is an even more efficient detector for gamma-ray detection than CdTe due to its

high Z of 80 and 53. This material has another distinct advantage in that leakage

current at room temperature is very low because of the generally large bandgap

energy of 2.13 eV [1]. Hence, operation at high electric fields of 2500 V/cm or

greater, resulting in better charge transport properties, is possible [13]. However, this

material also suffers from a very low hole mobility of 4 cm2/Vs. Hence, incomplete

charge collection is also a problem with this material. In addition, polarization seems

to be a persistent problem with HgI2 that hampers performance [14]. Although, it

is found that maintaining the bias for a period of several weeks helps to limit the

effect of polarization [15].

Detectors based on Cd1−xZnxTe (CZT) have a slightly more recent history [16,17].

This semiconducting material is formed by the alloying of CdTe with ZnTe where

x gives the ZnTe blending concentration [1]. The addition of Zn to the melt of

Cd and Te during growth helps to reduce the dislocation density and thus gives

rise to higher quality materials [2]. CZT has a bandgap energy range of 1.53-1.64 eV

depending on the concentration of Zn in the material [1]. It has a similar photoelectric

interaction probability to CdTe, but because of its slightly larger bandgap, it has a

higher resistivity (1010 − 1011 Ωcm) than CdTe and thus improved leakage current

properties. Unlike HgI2 or CdTe, CZT detectors seemingly do not suffer from the

effects of polarization. This material does possess the characteristic of much higher

electron mobility (1350 cm2/Vs) than hole mobility (120 cm2/Vs), giving rise to

relatively stationary hole movement within the electron collection time. Therefore,
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this material also suffers from the characteristic of incomplete charge collection.

However, special sensing methods can be used to mitigate the effects of low hole

mobility, which will be the topic of much discussion in this dissertation.

1.3 Single-polarity charge sensing

The aforementioned property of poor hole transport in room-temperature semi-

conductors means that incomplete charge collection generally results for thicker de-

tectors (> 5 mm in thickness). For the planar detector configuration, this will cause

a significant dependency in the induced charge as a function of the gamma-ray in-

teraction. Hence, the resulting signal will be highly position dependent and thus

energy resolution will be severely degraded. One obvious method to combat this

issue would be to fabricate thinner devices such that the holes and electrons can

both be collected within a short enough time. However, thinner devices will be at

the expense of much poorer gamma-ray detection efficiency. When thicker devices

with higher efficiency are desired, then alternative methods must be developed to

address the incomplete charge collection issue.

Some methods used to treat the effect of incomplete charge collection rely on pulse

processing electronics. One such method accomplishes pulse-shape discrimination,

which selects events with the same conditions for charge induction [18]. This is done

by selecting pulses with nearly the same risetime. By doing so, the energy resolu-

tion can be drastically improved, however at the cost of poorer efficiency. Another

method employs charge-loss compensation, which analyzes the detector signals and

applies an appropriate signal correction to compensate for the effect of incomplete

hole collection [19]. The charge-loss compensation technique has achieved good en-

ergy resolution results (< 1.8% FWHM), but such results are only achievable with
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detectors that have superior material uniformity. Moreover, this technique generally

relies on fairly sophisticated electronics for pulse shape analysis, which adds another

level of complexity to the system.

It has been found that a much better way to address the hole trapping issue in

room-temperature semiconductor detectors is to utilize single-polarity charge sens-

ing. This term is derived from the manner that only one polarity of charge (the

negative electrons) is sensed in order to infer the energy deposited by the incident

gamma-ray. This is advantageous because the effect of poor hole mobility can be mit-

igated, since the resulting signal will only be sensitive to the fast moving electrons.

This method was first carried out by Frisch in 1944 for gas ionization chambers [20].

Frisch employed a gridded electrode, now known as a Frisch grid, placed inside of

the ionization chamber surrounding the anode. The Frisch grid acts as an electrosta-

tic shield to the region between the cathode and the grid, while making the region

between the grid and the anode highly sensitive to the movement of charge. There-

fore, events that occur between the cathode and the grid, which constitutes most

of the detector volume, will result in the fast moving electrons passing through the

grid and inducing all of their charge on the anode, while the slow moving positive

ions will travel in the opposite direction and induce no charge on the anode. This

charge sensing method has helped to greatly improve the performance of ionization

chambers [21]. However, the Frisch grid scheme would be difficult to implement for

semiconductor detectors, since this would require that the grid be embedded into the

crystal material. Therefore, other methods employing single polarity charge sensing

for semiconductors must be sought.

The first major stride in single polarity charge sensing of room-temperature semi-

conductor detectors was made in 1994 by Luke [22]. Luke developed an electrode



8

structure called the coplanar grid, which was designed for use with semiconductors.

The coplanar grid consists of a series of narrow strips, which are connected together

in an alternate fashion producing two sets of interdigitated grid electrodes. By bi-

asing these grid electrodes properly and taking the difference between the two grid

signals, one can achieve a resulting signal that is only sensitive to the movement of

electrons. Hence, the coplanar grid structure achieves single polarity charge sensing

much like the Frisch grid. The primary advantage of this electrode design is that

it can be constructed on the surface of the crystal. In theory, coplanar grids can

be applied to any of the compound semiconductors previously described. However,

because of the good material properties of CZT, this research work solely focused on

the implementation of coplanar grid on CZT crystals.

Other methods for single polarity charge sensing have also been studied. One such

method that has been extensively used is the pixellated method. This technique

employs small pixel electrodes to sense the signal due to charge carriers drifting

in close proximity to the anode structure. When biased to collect electrons, the

pixel signal will be almost entirely sensitive to the electrons being collected and

insensitive to the holes. This is known as the small pixel effect and is used to make

the effects of hole trapping less significant [23]. A dramatic improvement in energy

resolution was shown using this method on large volume CZT detectors [24,25]. An

added benefit to the pixellated readout system is the ability to achieve 3-D position

information of the gamma-ray interaction [26]. Although seemingly less popular

than the pixellated readout system, other single polarity charge sensing methods

have been studied. Included in these are hemispherical detectors [27], parallel strip

Frisch grid detectors [28–30], a detector employing a control electrode surrounding

a small pixel anode [31], and capacitive Frisch grid detectors [32]. Advantages and
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limitations of these methods was previously reviewed by He [33].

1.4 Previous work on coplanar grid CdZnTe

Prior to this dissertation work, much effort was devoted to the understanding and

improvement of coplanar grid CZT detectors. In 1995, Luke first reported results

on a 5 × 5 × 5 mm3 crystal having an energy resolution at 662 keV of 3.7% [34].

These results were achieved without correcting for the effects of electron trapping.

Electron trapping is a very important effect to account for, since thicker devices will

result in an attenuated signal (∼ 5-10% for a 1 cm thick device) for cathode side

events. This will then give rise to a distribution in the photopeak signal depending

upon where the interaction takes place in the detector. Hence, in order to achieve

the ultimate in spectroscopic performance, one must compensate for the effects of

electron trapping. Also in 1995, Luke proposed a technique known as the relative

gain method for electron trapping compensation [34]. This method applies a relative

gain component between the two coplanar grid signals before signal subtraction.

By applying the optimal relative gain value, one can achieve nearly uniform charge

induction efficiency for all depths in the device, assuming that charge trapping is

uniform within the detector. According to simulations, using this method, energy

resolutions close to the charge generation statistics limit can be achieved [35,36]. In

reality, Luke reported an energy resolution of 2.4% at 662 keV on a 1 cm3 crystal

employing this method for electron trapping compensation [35].

Coinciding with the introduction of the relative gain method, He et al. proposed

a method using depth sensing to correct for electron trapping [37–39]. This method

uses the ratio of the cathode signal and the subtracted signal to determine the depth

of the gamma-ray interaction. In this way, spectra can be obtained as a function of
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interaction depth, allowing one to compensate for electron trapping for any depth-

dependent function. Employing the depth sensing method, He et al. reported energy

resolution results of 1.79% and 1.97% at 662 keV with two different 1 cm3 detectors.

In the early coplanar grid designs, He et al. observed significant energy resolution

degradation near the coplanar anodes, which was later attributed to the weighting

potential non-symmetric effect [40, 41]. Based on this understanding, He et al. pro-

posed using a boundary electrode surrounding the coplanar anodes which would aid

in balancing the weighting potentials along the edges of the detector. With this

new design, named generation 2, the difference of the weighting potentials along

the edges of the detector was significantly reduced. Still, the anode geometry was

not optimized, and so a generation 3 design was proposed. In this design, the strip

widths of the two outermost grids and three outermost gaps were fine-tuned in order

to minimize the difference of the weighting potential about the area of the detector.

Preliminary results using the generation 3 design were less than ideal, with energy

resolutions of 3.2-4.1% FWHM at 662 keV at different depths in the detector. How-

ever, the detector suffered from significant noise at low operating bias, and it was

believed that much improved results could be achieved using the same design on a

better fabricated detector.

1.5 Project objectives

This dissertation work continues where the coplanar grid CZT project previously

left off. That is, continuing to study the effects that go into determining coplanar

grid detector performance. Previous work showed that the coplanar grid design plays

an essential role in establishing the most uniform response. And so, the generation 3

design was proposed, which sought to improve upon the response uniformity. Using
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this design, we studied the performance of coplanar grid detectors and attempted to

determine the limit in energy resolution that can be achieved with such devices.

Chapter II of this dissertation begins with the theoretical background. To start,

a discussion of the Shockley-Ramo theorem and it’s implications are given along

with the concept of single-polarity charge sensing. Then, the coplanar grid readout

method is addressed and different compensation techniques are proposed. Chapter

III describes the generation 3 coplanar grid design and the simulation tools used to

model it. In addition, details of the readout hardware and software used to acquire

and process the signals from the detector are also discussed. In Chapter IV experi-

mental results from 2 different sets of coplanar grid detectors are given. Results from

these detectors are compared to those obtained from previous detectors employing

different coplanar grid designs. One particular set of detectors produced very good

results, which will be discussed and analyzed in detail. Chapter V involves mod-

eling the coplanar grid detectors through simulation techniques. These simulation

tools give us an additional approach to better analyze detector characteristics. Here

we analyzed different electron trapping compensation methods. We also examined

surface effects of CZT and how this can affect performance. Chapter VI describes

the concept of the multi-pair coplanar grid design. Methods to account for certain

detrimental effects are given and how we plan to achieve similar performance to the

smaller volume detectors but with much greater detection efficiency. Preliminary

results for this detector are shown. Chapter VII details some other factors that have

an important role in determining coplanar grid detector performance. This includes

a temperature effects study on CZT. In addition, another depth sensing technique

was examined. Some of the major sources of peak broadening were analyzed. Lastly,

Chapter VIII gives a summary of the results and conclusions that can be drawn.
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Recommendations for future work are also provided.



CHAPTER II

Theory

Gamma-ray detection is always done in an indirect manner. This means that the

gamma-rays themselves do not directly ionize the material through which they pass.

Instead, the detection of these uncharged particles requires that interactions must

take place that impart a portion or all of their kinetic energy to the medium. In

semiconductors, these interactions will produce an energetic electron which will cause

the formation of many electron-hole pairs. It is these electron-hole pairs that will

act as the charge carriers of the device. The detection system must therefore sense

the charge carriers produced in order to determine the amount of energy initially

imparted by the incident gamma-ray. This chapter will discuss the theory of how

the signal is formed in the coplanar grid detector. A detailed analysis will be given of

single-polarity charge sensing and the methods used to account for electron trapping.

2.1 Charge induction and the Shockley-Ramo theorem

A gamma-ray that interacts in a semiconductor will form electron-hole pairs. The

electrons and holes formed will then drift in a direction that is dictated by the electric

field. Holes will drift in the direction pointed to by the electric field line arrows, while

electrons will drift in the opposite direction. The formation of a signal in a radiation

detector will be caused by the change in the induced charge ∆Q on one or more

13
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of the electrodes. It is the motion, and not the actual collection, of the electrons

and holes that will result in such a change in the induced charge. Hence, the signal

generated within a radiation detector will be critically dependent on the transport

of the charge carriers.

A simplification to the calculation of the induced charge due to the movement of

a point charge was developed independently by Shockley and Ramo [42, 43]. This

very useful tool is now known as the Shockley-Ramo theorem. The Shockley-Ramo

theorem states that the charge induced on an electrode Q by the movement of a

point charge q is given by

Q = −qϕ◦ (2.1)

where ϕ◦ is designated as the weighting potential. It then follows that the change in

the induced charge will simply be given by

∆Q = −q∆ϕ◦ (2.2)

In a physical context, this theorem states that the change in the induced charge on

an electrode is simply equal to q multiplied by the change in the weighting potential

from the starting point to the ending point of the charge’s path. The weighting

potential is a position dependent function that is found by setting a fictitious set of

boundary conditions to the electrodes on a detector. These boundary conditions are

given as follows:

1. The electrode of interest, for which the weighting potential is to be calculated,

is set to an electric potential of unity.

2. All other electrodes are set to an electric potential of 0.

3. Any space charge within the device is ignored.
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Once these conditions are set, then the Laplace equation ∇2ϕ = 0 is solved to

determine the electric potential, and hence the weighting potential, within the device.

The weighting potential does not give the true electric potential within the device,

since that is determined by the actual potential applied to the detector as well as the

space charge density. Instead, the weighting potential is simply a tool that provides

a simplistic means in determining the induced charge on an electrode as governed by

Equation 2.1. The path of the charge, however, is still affected by the true electric

field within the device. Therefore, in order for one to know the charge induced on an

electrode, one must still know the beginning and ending point of the charge’s path,

which can be determined based on the direction of the electric field lines.

The Shockley-Ramo theorem was originally developed for the conditions found in

a vacuum tube, where the space charge density is 0. However, it was later proven

that this theorem can also be applied to devices in which a stationary space charge is

present [44,45]. The universality of the Shockley-Ramo theorem allows its application

for a greater set of charge sensing devices, including semiconductor detectors. This

theorem allows for a more simplified means for calculating the induced charge on

an electrode for a wide variety of electrode geometries, since prior to this theorem

many surface integrals had to be calculated to determine the induced charge at

different locations along the electron trajectory. The utilization of the Shockley-

Ramo theorem as it applies to single-polarity charge sensing devices was previously

discussed in the literature and will be further examined in the following section [33].

2.2 Theory of single-polarity charge sensing

One of the simplest methods to measure the charge formed in a semiconductor

radiation detector is by employing planar electrodes. In such a configuration, the
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movement of both the positive and negative polarity charge produced in the active

volume of the detector will contribute to the anode signal. This effect can be under-

stood from Figure 2.1. Figure 2.1(a) illustrates the simple configuration of a planar

detector and Figure 2.1(b) gives the weighting potential of the anode as a function

of depth. The anode weighting potential is calculated by applying a potential of 1 to

the anode and a potential of 0 to the cathode. It is then a simple matter of solving

the Laplace equation with these boundary conditions to find that ϕ◦ is a linearly

increasing function. If we assume that 1 electron and 1 hole is formed in the device

and each travel to their respective electrodes, then from Equation 2.2, ∆Q will have

both an electron and a hole component. The total ∆Q is given by

∆Q = −q ·∆ϕ◦(electron) + q ·∆ϕ◦(hole) = −q(1− Z) + q(−Z) = −q (2.3)

Hence, the total charge induced on the anode is simply the charge of the electron. In

the planar configuration, this condition only holds when both the electron and hole

get collected. In the case in which the hole is stationary and the electron gets collected

by the anode, then ∆Q = −q(1−Z). That is, the charge induced on the anode will

only be a fraction (ranging from 0 - 1) of the electron’s charge. Moreover, ∆Q will

be dependent upon at which depth the charge is formed. Therefore, one can imagine

that for charge carriers generated uniformly in the device, this will then result in a

distribution, from 0 to -q, of induced charge on the anode. This scenario will then

lead to very poor spectroscopic performance. Two methods by which to circumvent

this position dependency in the signal are shown in the following subsections.

2.2.1 Frisch grid

The method of single-polarity charge sensing was discussed in Section 1.3 as a

means to mitigate the effects of poor ion transport in gas ionization detectors and
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Figure 2.1: Figure showing that the final anode signal will be a combination of the electron and
hole movement in the device.
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poor hole transport in compound semiconductor detectors. One of the earliest appli-

cations of single-polarity charge sensing was achieved using the Frisch grid technique.

A depiction of an ionization chamber employing a Frisch grid is shown in Figure

2.2(a). The Frisch grid is represented by the dotted line, which is placed close to the

anode. Using the Shockley-Ramo theorem to calculate the weighting potential ϕ◦

of the anode, the distribution of ϕ◦ will have the functionality as depicted in Figure

2.2(b). This is because, when calculating the weighting potential of the anode, we

apply a potential of 1 to the anode and a potential of 0 to both the cathode and

the Frisch grid. Using the Laplace equation to solve for ϕ◦, we will find that ϕ◦ is 0

everywhere between the cathode and the Frisch grid (the far-grid region) and then

linearly rises to 1 in the area between the Frisch grid and the anode (the near-grid

region). In order for charge to be induced on the anode, the electrons formed in the

far-grid region must travel through the Frisch grid and enter the near-grid region.

Hence, the biasing of the Frisch grid detector must be done in such a fashion that

the electric field lines terminate on the anode. When the electrons travel the entire

near-grid region and get collected by the anode, ∆ϕ◦ will be simply equal to 1. If n

electrons travel from the far-grid region to the near-grid region and get collected by

the anode, then ∆Q is given by

∆Q = −nq∆ϕ◦ = ne◦ (2.4)

where e◦ = −q. Therefore, the charge induced on the anode will be proportional to

the number of electrons collected.

The Frisch grid is a very powerful technique to circumvent the effects of poor ion

transport in ionization chambers. That is, the anode signal no longer has a position

dependent component, in contrast to the planar case. According to Equation 2.4, the

signal will always be proportional to the number of electrons collected by the anode.
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Figure 2.2: Figure illustrating the Frisch grid as implemented in gas ionization chambers.
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Therefore, the slow, or stationary movement, of the ions in the far-grid region will

have no effect on the signal. Assuming that all of the electrons generated in the de-

tector are collected, then we can obtain precise energy information of the gamma-ray

interaction. Other factors, such as electronic noise, ion recombination, and electron

trapping will act to create uncertainty in the energy information. However, through

the single-polarity charge sensing technique, significantly better energy resolution

can be achieved in ionization chambers than could be obtained otherwise.

2.2.2 Coplanar grid

In an analogous manner to the Frisch grid in gas ionization chambers, the copla-

nar grid is a method to achieve single polarity charge sensing in semiconductors. As

discussed in Section 1.3, the coplanar grid was developed by Luke to address the

complications that arise from poor hole mobility in CZT [22]. A cross-sectional view

of the coplanar grid geometry is shown in Figure 2.3(a). On one face of the semi-

conductor is a planar cathode and on the other face are the coplanar anodes. The

coplanar anodes consist of a collecting anode and a noncollecting anode. The col-

lecting anode is biased slightly more positive than the noncollecting anode. Hence,

as the electrons drift toward the anode structure, they preferentially drift toward

the collecting anode. How exactly the coplanar anode can act as a single polarity

charge sensing device can best be illustrated by examining the trend in weighting

potential using Figure 2.3(b). Again, we use the Shockley-Ramo theorem to calcu-

late the weighting potential for each of the electrodes. Like the Frisch grid detector,

we can divide the detector into a far-grid and a near-grid region. The near-grid

region is within 1 pitch P of the anode structure and the far-grid region is anything

beyond this. By calculating the weighting potential along a line perpendicular to

the collecting anode surface in the far-grid region, the collecting anode and noncol-



21

lecting anode both have the same linear rise in weighting potential with the same

slope. Then, calculating along this same line, we find that the weighting potentials

diverge in the near-grid region. The collecting anode sharply rises to 1 (where the

boundary condition is set to 1), whereas the noncollecting anode sharply falls to 0

(where the boundary condition is set to 0). By subtracting the collecting anode and

noncollecting anode signals, the effective weighting potential of the subtracted signal

will be 0 in the far grid region and then will sharply rise to 1 in the near grid region.

The effective weighting potential for the subtracted signal is shown in Figure 2.3(b)

and this is very similar to the trend observed in Figure 2.2(b) for the Frisch grid

case. Invoking the same argument as in Section 2.2.1, if n electrons travel from the

far-grid region to the near-grid region, then the induced charge on the subtracted

signal will be ∆Q = ne◦.

A more physical interpretation of the coplanar grid signal can be realized if we

consider the symmetry of the grid structure. Suppose a gamma-ray interaction occurs

somewhere in the middle of the device between the cathode and the anode, which

constitutes the far-grid region. We can divide the signal into both an electron and a

hole component. Considering only the electrons as they drift in the far-grid region

toward the anode surface, the induced charge on both the collecting and noncollecting

anodes will be the same. This is because the induced charge on a conducting surface

due to a point charge is given by

Q =

∫
σ da

and

σ = −ε◦
∂V

∂n

where σ is the surface charge induced on a conductor [46]. The potential V due to
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Figure 2.3: Figure illustrating the single polarity charge sensing concept as it is applied to coplanar
grid electrodes.
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the point charge will have a nearly equal distribution for both grids, because of the

symmetric nature of the coplanar grid structure. Hence, the signal due to the drift

of the electrons in the far-grid region will be the same for both of the coplanar grids.

One can imagine that since the signals will be the same for both grids, if we take

the difference between these signals, the resulting signal Qsub will be 0. However,

once the electrons enter the near-grid region, then the charge induced will no longer

be equivalent. This is because the electrons will follow the electric field lines, which

are almost entirely determined by the biasing conditions of the detector. Because of

this, the electrons will be directed toward the collecting anode and away from the

noncollecting anode. As the electrons move closer and closer to the collecting anode,

V will continue to rise until the electrons are collected, at which point Qca = −nq,

where Qca is the collecting anode signal. Conversely, as the electrons move further

from the noncollecting anode, V will continue to fall until Qnca = 0, where Qnca is

the noncollecting anode signal. Therefore, at the point of collection, the subtracted

signal induced charge will always be Qsub = −nq. Because Qsub in the far-grid region

is 0, it then follows that for electrons originating in the far-grid region and drifting

to the collecting anode ∆Qsub = −nq. So far in this analysis we have only considered

the movement of electrons. If we also consider the movement of holes in the far-grid

region, it becomes apparent that their movement will also induce an equal amount of

charge on both of the grid electrodes. Hence, the hole component to the subtracted

signal will be 0.

2.3 Electron trapping compensation techniques

The method described in Section 2.2 is done to dramatically reduce the adverse

effects of poor hole mobility in compound semiconductors, such as CZT. However,
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another property of compound semiconductors that complicates matters is that of

electron trapping. For instance, a typical value for the electron mobility-lifetime

product µeτe in CZT is 6 × 10−3 cm2/V [47]. The percentage of electrons trapped

after traveling a distance z can be found using Equation 2.5

N(z) = N◦exp(−z

λ e
) (2.5)

where N is the number of electrons and λe is the mean free drift distance of the

electron as given by

λe = µeτeE

The ratio of N(z)/N◦ gives the fraction of electrons remaining after traveling a

distance of z, hence taking 1−N(z)/N◦ will provide the fraction of electrons trapped.

By assuming an electric field magnitude of 1600 V/cm and a detector thickness of 1

cm, the percentage of electrons trapped when traveling the full detector thickness is

∼10%. This means that a 10% shift in the photopeak position will occur depending

on whether the event is a cathode-side or an anode-side event. Hence, in order to

achieve energy resolutions around 2% at 662 keV, one must compensate for the effects

of electron trapping. Two methods to achieve this are discussed as follows.

2.3.1 Relative gain method

One of the advantages of the coplanar grid structure, in contrast to the Frisch

grid, is the ability to compensate for electron trapping. The first method that was

proposed for electron trapping compensation of coplanar grid detectors is called the

relative gain method, which was introduced by Luke [34]. In this technique, a gain

factor G is applied to either the collecting anode signal or the noncollecting anode

signal during signal subtraction. The formula which governs signal subtraction is
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given by Equation 2.6

Asub = Aca −G× Anca (2.6)

where Aca and Anca are the preamplifier signals of the collecting anode and noncol-

lecting anode, respectively, and Asub is the subtraction circuit signal. By adjusting

the relative gain according to Equation 2.6, we are essentially altering the slope of

the noncollecting anode weighting potential as depicted in Figure 2.4(a). Likewise,

this will affect the subtracted signal weighting potential function as shown in Figure

2.4(b). The non-zero slope of the subtracted signal weighting potential in the far-grid

region entails that electrons that originate further from the anode will have a greater

weighting on the subtracted signal than events that occur closer to the anode. Figure

2.5 illustrates this effect. We find that ∆ϕ1 > ∆ϕ2. Hence, electrons that originate

at z1 and get collected by the collecting anode will contribute a larger signal than

electrons that originate at z2. Due to charge trapping, we know from Equation 2.5

that the number of electrons collected will be greater for events originating at z2 than

events originating at z1. The two effects of weighting potential and charge trapping

will act to offset one another, such that the charge induced will be nearly uniform at

all detector depths. Therefore, by adjusting the relative gain to the optimal value,

one can achieve a good, first order compensation for electron trapping.

2.3.2 Depth sensing method

Shortly after Luke’s introduction to the relative gain method, He et al. proposed

another method for electron trapping compensation [38]. This method is called the

depth sensing method, because for every gamma-ray event, 1-D depth information

can be obtained. Depth information can be acquired by calculating C/Asub for each

event, where C is the cathode signal. The cathode signal behaves identical to the
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planar electrode signal, which was discussed in Section 2.2. This is because the

cathode weighting potential is a linear function of depth as shown in Figure 2.3(b).

This means that the cathode signal will have a depth dependent component which can

be approximately expressed as C ∝ D ·Eγ, where D is the distance from the coplanar

anodes and Eγ is the energy deposited by the incident gamma-ray. As discussed in

Section 2.2.2, the subtracted signal will be equal to the number of electrons collected.

This is assuming that the relative gain is set to 1 and the weighting potential is 0

from the cathode side up to one pitch from the anode side for all lateral positions.

Hence, the subtracted signal can be closely expressed as Asub ∝ Eγ. It is then evident

that by taking the ratio of the cathode and subtracted signals, the interaction depth

d can be estimated by d = C/Asub ∝ D. In reality, D is not exactly equal to depth,

because of electron trapping and nonuniform weighting potential effects. Instead, D

is a monotonically increasing function of depth. However, taking C/Asub still provides

precise enough depth information to accurately compensate for electron trapping.

The depth resolution of the detector employing the depth sensing method can be

found by applying error propagation to the formula d = C/Asub. Calculating the

variance of d and knowing that FWHM = 2.35σ, we will find that the FWHM(d) is

given by Equation 2.7.

FWHM(d) =

√(
FWHM(C)

C

)2

+

(
FWHM(Asub)

Asub

)2

·
(

C

Asub

)
(2.7)

This equation gives us a measure of the uncertainty of the measured depth from the

true depth. For a 662 keV event, it has been estimated that the depth resolution

for a 1 cm thick device on the cathode side is 0.1 mm and on the anode side is

0.06 mm [39]. This estimate is assuming that the gamma-ray interacts by way of

photoelectric absorption. If multiple interactions occur, i.e. Compton scattering,

then the depth resolution will be poorer since the calculated depth will actually be
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the centroid of all the interaction locations.

2.4 Radial sensing

The ability to achieve 1-D position information, by way of depth sensing, in CZT

radiation detectors was a breakthrough for improving, analyzing, and verifying de-

tector performance. Another important discovery introduced by He et al. was that

of radial sensing [40]. This sensing technique is critically dependent on the anode

geometry. In 1998 He proposed using a boundary electrode surrounding the copla-

nar grid anodes to achieve a more symmetric weighting potential profile [40]. This

concept will be expanded upon further in Chapter 3 of this dissertation. With the

addition of the boundary electrode, we force the weighting potential of the collecting

and noncollecting anodes to be 0 along the periphery on the anode surface. This

creates a convex distribution in the weighting potential, in the lateral direction, for

a fixed depth. This is shown in Figure 2.6. According to Equation 2.2, the induced

charge on an electrode due to the movement of a single charge carrier is proportional

to the difference of the weighting potential between the beginning and end positions

of the charge’s path. Since the weighting potential of the collecting anode is greater

in the center Wcenter than it is along the periphery Wedge at a specific depth Z, and

the weighting potential on the anode surface where the electrons are collected is 1,

then the induced charge on the collecting anode Aca will be larger for events starting

near the periphery than for events starting near the center. This effect is illustrated

in Figure 2.7. Using this information, we can obtain the relative radial position of

an event using the following relationship

Aca

Aca − Anca

∣∣∣∣
edge

>
Aca

Aca − Anca

∣∣∣∣
central

(2.8)
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where the subtracted signal Aca−Anca is taken with the relative gain set to 1. When

the relative gain is set to 1, the weighting potential of the subtracted signal should

be mostly independent of radial position. This technique allows us to obtain spectra

as a function of radial position.
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CHAPTER III

Coplanar Grid Electrode Design and Experimental
Arrangement

It has been shown that the coplanar grid design itself can have a significant effect

on the overall energy resolution of the device [40]. This is due to the effect of a

nonsymmetric weighting potential for the collecting and noncollecting anodes at a

given depth in the detector. In the first-generation coplanar grid design, parallel

electrode strips were connected together alternately to form two sets of coplanar

electrodes as shown in Figure 3.1. If we calculate the weighting potential for coplanar

anode 1, we set the potential of this anode to be 1 and the potential of the other

anode to be 0. Hence, the weighting potential of coplanar anode 1 will be larger

on the left side of the detector than on the right, because this anode occupies the

periphery on the left side. Likewise, the weighting potential of coplanar anode 2 will

be larger on the right side. It then follows that if we subtract the two signals, one

side of the detector will have a positive weighting potential and the other side will

have a negative one, because of the nonsymmetric weighting potentials for the two

coplanar grids. This effect will give rise to a variation in the subtracted signal for

the same gamma-ray interaction depth and the variation becomes more severe near

the coplanar anodes. This is because the closer proximity of the coplanar anodes will

lead to a greater variation in the nonsymmetric effect. Hence, using the generation

31
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Figure 3.1: Generation 1 coplanar anode design.

1 coplanar grid design, He et al. observed significant energy resolution degradation

near the coplanar anodes [38].

A method to combat the large nonsymmetric weighting potential effect observed

with the generation 1 detector was proposed by He et al. [40]. This method em-

ploys a boundary electrode surrounding the two coplanar anodes and was labeled

the generation 2 coplanar grid design. The purpose of the boundary electrode is to

aid in balancing the weighting potentials for both coplanar anodes. This is because,

if we calculate the weighting potential of either coplanar anode, 1 V is assigned to

that anode and 0 V is assigned to all other electrodes, including the boundary elec-

trode. When the boundary electrode is excluded, the boundary conditions force an

imbalance in the potential near the periphery of the anode surface, because the most

outside strip electrode will have either a 1 or 0 weighting potential, but not both.

With the addition of the boundary electrode, the potential is fixed to 0 along the

periphery of the anode surface, making it possible to balance the weighting potentials

of the two central coplanar anodes. Therefore, the weighting potential of the sub-

tracted signal will not have as much variation along the edge of the detector as in the

generation 1 design. He et al. [40] observed significant improvement in the detector
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performance near the anode surface with the use of the boundary electrode. How-

ever, there was still room for further improvement, which gave way to the generation

3 design.

An additional advantage of the boundary electrode is that it generally allows for

higher detector biasing. This is because the boundary electrode aids in absorbing

leakage current from the sides of the detector. Without the addition of the boundary

electrode, it is thought that this leakage current would contribute to the noise in

the subtracted signal. Hence, by employing the boundary electrode, it is believed

that a higher cathode bias can be applied since the side surface leakage current

should be absorbed and not contribute to the total noise. A higher cathode bias will

result in better charge collection efficiency, which generally leads to better detector

performance.

3.1 Third-generation coplanar anode design concept

The third-generation coplanar anode design was proposed by He et al. [40] to

improve the weighting potential uniformity of the subtracted coplanar grid signal.

When the weighting potentials of the coplanar anodes are insufficiently balanced,

events occurring near the anode will result in degraded energy resolution. To cir-

cumvent this problem, the generation 3 design was introduced and an illustration

of the design is shown in Figure 3.2. As with the generation 2 detector, this an-

ode geometry involves a coplanar anode grid structure surrounded by a boundary

electrode. The generation 3 design was improved from the generation 2 design by

changing the widths of the two outermost strips and three outermost gaps. The basis

behind this change was the effect of the weighting potential around the perimeter of

the detector being dominated by the outermost anode strip. By reducing the width
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Figure 3.2: Generation 3 coplanar grid design consisting of two coplanar anodes and a boundary
electrode. This design is 15× 15 mm2 in area.

of the outermost strip and increasing the width of the second outermost strip, a

much more balanced weighting potential profile can result.

3.2 Electrostatic simulations

The design of the coplanar grid electrodes was carried out using the three-dimensional

electrostatic finite-element analysis software package Maxwell [48]. This package can

easily simulate the weighting potential field for any electrode of interest. Because our

goal is to achieve uniform response independent of the γ-ray interaction location, we

sought to minimize the difference of the weighting potentials for the coplanar anodes.

As a means of comparing design simulations, we used the following figure of merit

(FOM) value

FOM = |W1−W2| (3.1)
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where W1 and W2 are the weighting potentials for either coplanar grid anode at

some specified point within the simulation mesh. The FOM value was calculated

along a plane 1.5 mm from the anode surface. This calculation was done close to

the anodes, because the weighting potential nonuniformity is always the most severe

near the grids. Hence, by minimizing the FOM near the grids, we can be certain that

this value is even less for planes beyond 1.5 mm from the anode surface. Smaller

FOM values indicate better weighting potential uniformity.

In addition to the weighting potential symmetry, it is also very important to

keep in mind the effects of detector capacitance, which is an important factor in the

amount of electronic noise observed in the system. Using Maxwell, we can easily

calculate the capacitance by using the well known equation C = ∆Q/∆V . If we

want to calculate the capacitance of just the coplanar grids, we set the collecting

anode potential to unity and the other electrodes to zero. Then we calculate the

induced charge ∆Q on the noncollecting anode using Gauss’s law

∆Q =

∮

surf

D · ds (3.2)

where D is the electric displacement vector. After determining ∆Q, it is a simple

matter to calculate C. These calculations were done for the inter-grid capacitance,

since this will be the dominate form of capacitance for the coplanar grid detector.

However, to determine the total capacitance of the detector, we can carry out the

same calculation for the boundary electrode and the cathode and add each component

together in parallel.

So, a balance between the detector capacitance and the FOM value must be met

in order to achieve the optimal detector performance. We adapted our design from

a previous detector design having a strip width of 150 µm and a gap width of 300

µm in the central region of the electrode surface. We then made adjustments to
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Table 3.1: Figure of merit (FOM) and capacitance data calculated by way of simulation.
Configuration name FOM Capacitance (pF)

cgrev3a 0.0165 -
cgrev4a 0.0139 -
cgrev5a2 0.0135 11.8993
cgrev7a2 0.0133 11.9033
cgrev8a 0.0136 11.5491

the outermost gaps and strips and simulated a variety of different designs to achieve

what we believed to be nearly an optimal balance between the FOM and capacitance.

Table 3.1 shows the simulated values for a few different design iterations. Design

“cgrev7a2” was selected as the final design for detector fabrication, because the

smallest FOM value was achieved for this design without sacrificing a significant

increase in capacitance. Figure 3.3 gives the weighting potential for the selected

design at 1.5 mm from the anode surface along the x and y-lines as indicated in

Figure 3.2.

3.3 Sensing methods to verify improved electrode design

The depth sensing method described in 2.3.2 is a very useful tool to not only

achieve higher quality spectra, but to also better understand detector behavior. Us-

ing this method, we can record spectra as a function of interaction depth. This

information can then be used to verify the improvement in the coplanar grid design.

This is because the coplanar grid weighting potential suffers more severe nonunifor-

mity near the grids. Hence, if we don’t consider the effects of charge trapping, events

that occur near to the coplanar anodes will generally result in greater variations in

the induced charge. This variation will cause the FWHM to be larger for smaller

depth indices (closer to the anode side). By employing the depth sensing technique,

we can observe whether the energy resolution degrades near the coplanar anodes.
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Figure 3.3: Weighting potential for the selected generation 3 design as a function of position at
a distance of 1.5 mm from the anode surface. The two figures show the weighting
potential along the x-line (top) and along the y-line (bottom) as indicated in Figure
3.2.

This information will provide a good indication of the weighting potential unifor-

mity. Therefore, depth sensing allows us to analyze the improvement in the coplanar

grid design. Results and a further discussion will be given in Section 4.1.3.

In Section 2.4 the radial sensing technique was introduced. This sensing method is

another useful tool that can be used to diagnose the effectiveness of the coplanar grid

design. The radial sensing method allows us to obtain spectra as a function of radial

position. This is useful, because the weighting potential nonuniformity will always be

most severe along the periphery of the detector. Thus, electrons that originate along

the edges of the detector will lead to greater variations in the induced charge than

those that originate in the center. This effect can be well understood from Figure 3.3

since the deviation from zero of the subtracted weighting potential is more significant

along the edges of the device than in the center (x or y = 7.5 mm). The degree of this
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Figure 3.4: Block diagram representing the signal chain employed for coplanar grid CZT.

deviation will cause greater variation in the induced charge. By observing the spectra

for different radial positions at a specific depth in the detector, we can observe how

significant the performance of the detector is affected for increasing radial positions.

This sensing method provides a means of comparison for different detector designs,

since better coplanar grid designs should have less degradation in the spectroscopic

performance for increasing radial positions. Measurement results using the radial

sensing method will be discussed and analyzed in Section 4.2.

3.4 Readout hardware

Signals from the coplanar grid CZT detector are very small charge signals, which

may correspond to the collection of a few hundred thousand electrons. For instance,

for a 662 keV gamma-ray that is fully absorbed by the detector, the total charge

collected at the anode will correspond to 1.41 × 105 electrons, assuming no charge

trapping. For this scenario, if the charge originates in the far-grid region, then ∆Qsub

will be 2.26 × 10−14 C. Hence, in order to process such small charge signals, very

precise readout electronics are necessary to be able to maximize the signal to noise

ratio. A block diagram illustrating the signal chain is given in Figure 3.4.

The first stage in the signal chain is the preamplifier and subtraction circuit.

The preamplifier used is the Amptek A250, which is a standard off-the-shelf charge

sensitive preamplifier commonly employed with semiconductor detectors. For most of

the experiments, three preamplifiers were used. One for the cathode signal, another
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Figure 3.5: Plot of a typical pulse waveform after the preamplifier stage for the collecting anode,
noncollecting anode, and cathode. The signal from the subtraction circuit is also shown.

for the collecting anode signal, and the final one for the noncollecting anode signal.

The collecting and noncollecting anode preamplifier output signals were sent to a

variable gain subtraction circuit, which was a custom built circuit as described in [38].

Typical coplanar grid signals, including those after the subtraction circuit stage,

are shown in Figure 3.5. All of these components, along with the detector itself,

are housed in an aluminum box in order to shield the detector from most external

sources of electromagnetic interference. A picture of the actual detector box is shown

in Figure 3.6.

To be able to achieve depth sensing, the cathode and subtracted signals must be

amplified and shaped. Then, the peak value of this shaped signal must be determined.

The shaping is done with standard NIM instrumentation, either the Ortec 572A or

the Canberra 2026 shaping amplifiers. The unipolar output is selected, since it was

determined that this provided adequate enough noise rejection. The shaped Gaussian

signal is then sent to a custom built 4-channel peak-hold circuit. This circuit accepts

the shaped signal as its input and then once the input exceeds a certain threshold
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Figure 3.6: Picture of the detector box including the detector, 3 preamplifiers, and a subtraction
circuit.

voltage which can be adjusted, the peak value is held. The hold time is an adjustable

value, which is typically set to about 20 µs. In addition to the analog signal, the peak-

hold circuit provides a digital trigger signal, which indicates to the data acquisition

(DAQ) card when to acquire a sample. A graph illustrating the signal train for the

peak-hold circuit is given in Figure 3.7. A picture of the circuit itself is shown in

Figure 3.8. The analog peak-hold signal and the digital trigger signal are then sent

to the National Instruments SCB-68 I/O Connector Block. This device provides an

interface between the peak-hold circuit and the DAQ card. The DAQ device used

is the National Instruments PCI-6110 4 analog input DAQ card with 12-bit ADC

precision [49].
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Figure 3.8: Picture of the 4-channel peak hold circuit.
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3.5 Readout software

Data collection was done using LabVIEW [49], which is a program specifically de-

signed to communicate with NI DAQ devices. Using this programming environment,

a virtual instrument (VI) was written to acquire and process the signals sent to the

DAQ card. The main duty of this program is to read in signals from the peak-hold

circuit and to bin the data according to the depth of the gamma-ray interaction.

Depth information is determined using the method described in Section 2.3.2. Here,

the interaction depth d is calculated for every event resulting in a number from 0

to 1. 0 corresponds to an anode side event and 1 to a cathode side event. In the

program, d is multiplied by a value corresponding to the number of depth indices.

This number is equivalent to the number of depth divisions (typically 20-30). The

calculated depth numbers are then rounded, such that each integer value corresponds

to a specific slice within the detector. The depth spectrum is then saved so that it

can be analyzed off line, after the data has been collected. In addition to determining

the depth, the program also has the capability to bin the data as a function of radial

position for a specific depth index. Therefore, using this method we can also obtain

the radial spectrum. In order for depth and radial sensing to be achieved, 4 signals

must be read in. This includes 3 analog signals corresponding to the subtracted,

cathode, and collecting anode signal and 1 digital signal corresponding to the trig-

ger signal. The trigger signal indicates to the DAQ card when in time to acquire a

sample.

Once data collection is complete, a set of functions written in MATLAB were

employed for data postprocessing. These functions read in the depth spectrum data,

saved in LabVIEW, and output the depth corrected spectrum. The depth corrected
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spectrum is generated by calculating the peak centroid for each of the depth spectra.

Once the peak centroid is determined, an appropriate gain value is applied to each

of the depth spectra such that all of the peaks align to the same channel number.

Then, the spectrum is simply summed up, resulting in the depth corrected spec-

trum. This process acts to compensate for the effects of electron trapping. After the

depth corrected spectrum is generated, one of the MATLAB functions is employed

to calculate the FWHM for the depth corrected spectrum as well as for each of the

individual depth spectra. The importance of the FWHM data will be made evident

in Chapter IV.



CHAPTER IV

Experimental Results for Coplanar Grid Detectors

The emphasis of this dissertation work has been focused on the characterization

and understanding of coplanar grid CZT detectors through experimental techniques.

The focus of this chapter is to report the experimental results that were observed from

these detectors and to provide explanations for these results. Two sets of detectors

were fabricated and tested. One set, consisting of 3 different detectors, was fabricated

by eV Products using crystals grown in house [50]. The other set, consisting of 2

different detectors, was constructed using crystals grown by Yinnel Tech, Inc., and

fabricated into detectors by Baltic Scientific Instruments, Ltd., (BSI) [51, 52]. Both

sets of detectors were made employing the generation 3 coplanar grid electrode design

concept.

4.1 eV Products detector results

A total of three detectors were ordered from eV Products [50]. Two of these

were parallelepipeds with dimensions 1.5× 1.5× 1.0 cm3 and consisting of a square

electrode design similar to that shown in Figure 3.2 except with slightly different

anode geometry. These two detectors were designated as MO2 2-2 square and MO2

2-3 square. The other detector was cylindrical in shape 1.5 cm in diameter and 1.0

cm in length. This detector was designated as MO2 2-2 cylindrical and consisted of

44
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Figure 4.1: Picture of the eV Products detector. The detector itself is housed inside of the yellow
protective package.

a circular electrode design with electrodes in the shape of a concentric helix. The

cylindrical design was tested to determine if the circular shape of the electrodes could

help to mitigate edge effects, such as those observed at corners, that would be present

on the square design. A picture of one of these detectors is shown in Figure 4.1.

4.1.1 Methods of operation

Coplanar grid detectors with boundary electrodes can be operated in two modes.

When the noncollecting anode and the boundary electrode are biased at the same

potential, lower than that of the collecting anode, electrons generated in the whole

detector volume will be collected by the collecting anode. Alternatively, the collecting

anode can be biased to the same potential as the boundary electrode, while the

noncollecting anode is set to a lower potential. This results in the collection of

electrons by the boundary electrode when charges are generated near the sides of

the detector. Only electrons generated in the central region of the device can be

collected by the collecting anode. This effect is illustrated in Figure 4.2. The loss in

detection efficiency as a function of the biasing conditions was discussed by Pérez et

al. [53]. For the generation 3 design discussed in Section 3.1, the loss in detection

efficiency is ∼ 15% when only the central region of the detector is active.

The biasing condition illustrated in Figure 4.2(b) results in electrons being col-
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(a) Electrons collected at the collecting anode (CA) from the entire
detector volume.
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(b) Electrons collected at the CA from the central region.

Figure 4.2: Figure illustrating the three outermost electrodes and how the collection of the electrons
is affected by the detector biasing conditions.

lected from the central region of the detector. We observed from Figure 3.2 that the

central region of the detector is where the difference of the weighting potentials of

coplanar anodes is minimum. Hence, electrons originating from this region will give

rise to less variation in the induced charge, because the difference in the weighting

potential ∆ϕ◦ will be closer to 1. Therefore, the detector performance is expected

to be better in this mode of operation, since charge induction will be more uniform

than in the mode illustrated in Figure 4.2(a). Depth sensing results obtained using

one of the eV Products detectors under these two modes of operation are illustrated

in Figure 4.3. Our experimental results show a typical degradation of about 0.2%

FWHM when the full detection volume is active to radiation, indicating that the

detector performance is worse near the periphery of the devices.
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(a) Spectrum is taken with the cathode set to -1700 V, the noncollecting anode
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(b) Taken with the cathode set to -1600 V, the collecting anode set to +80 V,
and the noncollecting anode and boundary electrode both set to ground.

Figure 4.3: Cs-137 spectrum obtained using an eV Products MO2 2-2 square detector utilizing
the depth sensing method. Condition (a) results in only the electrons generated in
the central region being collected by the coplanar anodes, whereas, in (b) electrons
generated in the whole device are collected by the coplanar anodes.
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4.1.2 Spectroscopic performance

Employing the depth sensing method, energy resolutions between 2.0% and 2.1%

FWHM at 662 keV for the MO2 2-2 square detector were consistently achieved [54].

A spectrum for this detector was shown previously in Figure 4.3(a). The performance

for the other two detectors was not as notable. Using the MO2 2-3 square detector, an

energy resolution of ∼ 2.4% was achieved, whereas the MO2 2-2 cylindrical detector

resulted in an energy resolution of ∼ 2.5%. Despite having much fewer sharp corners,

the helical design employed in the later detector did not result in better spectroscopic

performance.

Spectra were also acquired using the relative gain method for electron trapping

compensation. The optimal relative gain value was determined by tweaking the

potentiometer of the subtraction circuit until the spectra with the best energy reso-

lution was observed. Any offsets from the optimal relative gain value will result in

poorer spectroscopic performance. Employing this method for the MO2 2-2 square

detector, an energy resolution of 2.23% FWHM at 662 keV was achieved, which is

shown in Figure 4.4.

The poorer performance observed using the relative gain method, in comparison

to the depth sensing method, agrees with theoretical predictions. For one, the depth

sensing method allows us to obtain depth information for each gamma-ray event.

Hence, electron trapping compensation can be achieved independently for each de-

tector depth. This allows us to compensate for electron trapping occurring for any

depth dependent function. In contrast, the relative gain method can only apply a lin-

ear compensation as a function of depth, which means it is a more restrictive method.

Second, the relative gain method will not produce optimal performance when using a

boundary electrode [55]. This is because the boundary electrode affects the weight-
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Figure 4.4: eV Products M02 2-2 square detector spectrum of a Cs-137 source obtained using the
relative gain method for electron trapping compensation. This spectrum was taken with
a cathode bias of -1700 V and anode bias of -80 V.

ing potential of both the collecting and noncollecting anodes resulting in reduced

weighting potential along the edges of the detector. This can be seen in Figure 2.6.

Because the weighting potential varies laterally across the detector at a particular

depth, the optimal relative gain to properly compensate for electron trapping will

also vary laterally. Since only one gain factor G can be set, there will be regions in

the detector where the charge induced deviates from this optimum value in order to

properly compensate for electron trapping.

4.1.3 Validation of improved electrode design

To verify the improvement of the anode design, pulse height spectra as a function

of depth were obtained on two detectors, one using the eV Products generation 2

design [53], where all strips and gaps had constant widths, and the other using UM’s

generation 3 design. Figure 4.5(a) shows the spectrum obtained at each depth for

the generation 2 design. We observe that the photopeak resolution is best near

the cathode side of the detector and worse near the coplanar anode side. This
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phenomenon is the result of the weighting potential nonsymmetry rather than charge

trapping, because the effect of charge trapping should be most severe towards the

cathode side. Figure 4.5(b) shows the same measurement using the detector with the

generation 3 design. In contrast, the spectra show better resolution near the coplanar

anodes. A direct comparison of energy resolution as a function of interaction depth

for the two different electrode designs is illustrated in Figure 4.5(c). The effects of

weighting potential asymmetry observed on the generation 2 detector were reduced

on the generation 3 detector to the point where the best resolution obtained was

very near to the coplanar grid anode. The fact that the generation 3 design showed

no degradation near the coplanar anodes supports our postulate that the new design

is superior [54].

4.2 Measurement results using radial sensing

Results using radial sensing for three detectors with different anode designs are

shown in Figure 4.6. The spectra shown in these figures are taken at different radial

positions at about the same interaction depth, near the coplanar anodes. These

spectra indicate the charge induction uniformity for electrons formed at different

radial positions within the detector.

4.2.1 Second-generation design

The spectra obtained in Figure 4.6(a) confirm the severity of the non-symmetric

weighting potential in the generation 2 design. These results show that the deviation

of the photopeak centroid position from that of the center region of the detector

increases with increasing radial position. The amount of deviation in the photopeak

position is ∼5− 6%.

It is also clear from Figure 4.6(a) that multiple peaks were observed for spectra
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Figure 4.5: Energy spectra at each depth using a Cs-137 γ-ray source for (a) the eV Products
generation 2 detector and (b) the generation 3 detector, both spectra were taken with
a cathode bias of -1700 V and anode bias of -80 V. The plot in (c) shows the en-
ergy resolution (% FWHM) as a function of the interaction depth for both electrode
configurations.
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Figure 4.6: Cs-137 sepctra taken at different radial positions at one particular interaction depth
for (a) the generation 2 detector, where spectra numbers 1-4 indicate increasing radial
positions (b) the I9-01 detector with eV’s generation 2 design and (c) the MO2 2-2
square detector with the generation 3 design, where both (b) and (c) were taken with
a cathode bias of -1700 V and anode bias of -80 V. In (b) and (c), numbers 1 → 2 → 3
indicated increasing radial positions.
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2 and 3. To better understand why this was observed, we can study the plot of the

coplanar grid weighting potentials for the generation 2 design in Figure 4.7. For the

generation 2 design, the weighting potential of the collecting anode Wca is higher

than that of the noncollecting anode Wnca, on the left hand side. This is because

the collecting anode is the outermost anode strip on the left hand side. Therefore,

the weighting potential of the subtracted signal (Wca−Wnca) is greater than 0. This

causes the induced subtracted signal to be smaller than for those events produced

in the central region, where the weighting potential is ∼0. Conversely, on the right

hand side, the weighting potential of the collecting anode is lower than that of the

noncollecting anode. Hence, the weighting potential of the subtracted signal is less

than 0, causing the induced subtracted signal to be larger than for those events

produced in the central region. These variations in the weighting potentials cause

the double-peak feature as shown in Figure 4.6(a), spectrum 2. It can be imagined

that when the interaction position shifts from the left side of the detector to the right

side, the amplitude of the coplanar signal will change from lower to higher values.

In some intermediate regions, such as the top or bottom of the device, the weighting

fields of the collecting and noncollecting anodes may be very close. This results in a

third peak in the middle, as shown in Figure 4.6(a), spectrum 3.

Another important feature in Figure 4.6(a) is the shift towards lower energy in

the peak centroid position for spectrum 4. This spectrum constitutes events that

occur at the largest radial position. The reason why events occurring in this region

are shifted to a lower channel number can be explained again based on Figure 4.7.

Suppose the radial index value at position 1 (R1) is given by Equation 4.1.

R1 =
Aca

Aca − Anca

(4.1)

If the difference of the collecting anode and noncollecting anode at position 1 is +D,
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Figure 4.7: Generation 2 detector weighting potential as a function of lateral position. The data
points shown are along a center section of the device at a depth of 1 mm from the anode
surface.

then the difference at position 2 is −D, assuming positions 1 and 2 are equidistant to

the center of the device. The weighting potential of the collecting anode at position

2 is shifted lower by D and hence the collecting anode signal will be greater by D.

Likewise, the weighting potential of the subtracted signal at position 2 is shifted

lower by 2D and hence the subtracted signal will be greater by 2D. Therefore, the

radial index value at position 2 (R2) is given by Equation 4.2.

R2 =
Aca + D

Aca − Anca + 2D
(4.2)

It can be found that R1 > R2 if Aca > −Anca. That is, if the collecting anode

signal is greater than the negative component of the noncollecting anode signal, then

position 1 will have a larger radial index value than position 2. This inequality

will hold for all events occurring at depths greater than 1 pitch (∼ 1mm) from the

anodes. Events occurring at position 1 will have smaller pulse amplitude, because

the coplanar weighting potential at this position is some finite positive value. Hence,
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the largest radial position events will give rise to a smaller peak centroid value.

4.2.2 eV Products design

For the modified generation 2 design, as described in [53], the effects of a non-

symmetric weighting potential are evident in Figure 4.6(b), which are not as severe

as in the previous case, but are still substantial. A shift of ∼ 2% in the photopeak

centroid position was observed. Also, multiple peaks for radial position 2 were again

observed in addition to a low-energy peak shift for radial position 3. All of these

effects provide additional evidence of the weighting potential nonsymmetric effect,

resulting in the poor spectroscopic performance near the coplanar anodes.

When the weighting potentials of the coplanar anodes are not symmetric, the

difference is a maximum near the periphery and a minimum in the central region.

Therefore, by observing the difference of detector performance in the central region

and near the periphery (larger radial coordinates), we can observe the improvement

of our overall design symmetry between the weighting potentials, since the variation

of charge generation and material properties are not likely to depend solely on the

radial coordinates.

4.2.3 Third-generation design

The radial spectra for the generation 3 design are shown in Figure 4.6(c). We

observe a much sharper photopeak than in the previous two detectors and a much

smaller deviation of the photopeak position. The magnitude of this deviation is

∼0.3%. Also, multiple peaks were not observed for this device, which confirms that

the difference in the weighting potentials has been significantly reduced and that the

design is superior to the previously discussed designs [54].
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Figure 4.8: Picture of the BSI detector. The 6 wire leads are connected to the 3 electrodes on
opposite sides of the detector.

4.3 Yinnel Tech / BSI detector results

In this section, a discussion of results from two detectors using Yinnel Tech, Inc.,

crystals will take place [51]. These crystals were grown by way of the Modified

Vertical Bridgman (MVB) technique [56]. Crystals grown by the MVB method are

stated to have higher single crystal yield than those grown using the high-pressure

Bridgman method. The crystals were fabricated into detectors by BSI using the

generation 3 coplanar grid design that was discussed in Section 3.2 [52]. The final

detector sizes were 1.5 × 1.5 × 0.9 cm3, labeled as BSI CZT2-4-1, and 1.5 × 1.5 ×

0.95 cm3, labeled as BSI CZT2-4-2. A picture of one of these detectors is displayed

in Figure 4.8.

4.3.1 Detector fabrication

Fabrication of the 2 detectors was done by BSI. During our initial discussions with

them, we agreed upon a series of tests to help ensure that the detector would have

suitable performance. These tests are as follows:

1. Measurement of the interstrip resistance. The resistance should be greater than

1 GΩ on at least one of the surfaces.
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2. Leakage current measurement between the coplanar grid anodes (tested in the

range of 0 V - 60 V) and cathode (tested in the range of 1000 V - 2000 V).

3. Measurement done at room temperature of the spectroscopic performance at

59.5 keV and 662 keV.

Before these tests were done, however, an initial evaluation of the detector was

conducted by BSI using simple planar electrodes. These tests would help determine

whether the crystal would be suitable as a radiation detection device. The crystals

were first ground, polished, and etched using a Br2 in methanol etch. Then, pla-

nar gold electrodes were deposited on opposite faces of the crystal using a solution

of gold and 5% hydrochloroauric acid. The area of the electrodes were ∼ 1 cm2.

Two initial measurements conducted to determine the electron transport properties,

and therefore the material quality, were µeτe and µe. The µeτe measurements were

found using the Hecht relationship [57], and the µe using time of flight measure-

ments [58, 59]. Both measurements were taken using α-particles irradiated on the

cathode side. The results for the two crystals are summarized in Table 4.1. These re-

sults are generally quite high, so the electron transport properties of the two crystals

were deemed satisfactory for detector operation. In addition, measurements were

also taken of the I-V characteristics of these crystals. Fitting a line to this data,

one can determine the resistivity ρ, which is given in Table 4.1. The area of the

electrodes were substantially smaller than the surface area of the crystal. Hence,

the leakage current measurements should be almost exclusively due to bulk leakage

current and so the resistivity measured should be the bulk resistivity. Finally, spec-

tral measurements were taken using an Am-241 source. The energy resolution for

these measurements, taken at 1000 V bias, is given in Table 4.1 and was found to

be very good for both crystals. All of these measurements provided strong evidence
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Table 4.1: Electron transport measurement data taken by BSI for 2 Yinnel Tech detectors.
Crystal number µe (cm2/Vs) µeτe (cm2/Vs) ρ (Ωcm) FWHM at 59.5 keV (keV)

CZT2-4-1 740 6.8× 10−3 1.75× 1010 4.2
CZT2-4-2 750 6.9× 10−3 1.03× 1010 6.7

Table 4.2: Coplanar grid detector measurements taken by BSI after fabrication. The energy res-
olution measurements were taken using the relative gain method for electron trapping
compensation and with side ‘A’ biased as the anode.

Resistance (GΩ) Energy resolution (% FWHM)
Crystal number side A side B 59.5 keV 662 keV

CZT 2-4-1 1.7 1.03 8.4 keV (14.1%) 13.2 keV (2.0%)
CZT 2-4-2 5.0 1.28 8.2 keV (13.8%) 12.0 keV (1.8%)

that these crystals could result in good performing detectors.

The next step involved the actual fabrication of the coplanar grid detectors. The

crystal surface processing was done in a similar fashion to what was previously de-

scribed, except an extra step was included for surface passivation. Standard pho-

tolithography techniques were used to pattern the coplanar grids using gold as the

electrode material. Coplanar grid electrodes were deposited onto both sides of the

crystal for reasons that will be explained in Section 4.3.2. The crystal was then

mounted onto a dielectric substrate and wire bonded using gold wires. The afore-

mentioned tests were conducted on the detector and the results are described in [60].

A summary of these results, including the intergrid resistance, and the energy res-

olution at 59.5 keV and 662 keV are shown in Table 4.2. The interstrip resistance

exceeded our requirement of > 1 GΩ on both sides of the detector, and the spec-

tral measurements indicated very good energy resolution can be achieved with these

detectors.

4.3.2 Electrode configuration and measurements

Through discussions with Yinnel Tech, we were made aware that the CZT crystals

they grew have a Te-rich side and a Cd-rich side. Furthermore, we were informed

that there was always one best side for anode operation. Hence, in order to ensure
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that the proper side could be selected for anode operation, coplanar grid electrodes

were fabricated on both sides of the detector. To operate one side of the detector as

a cathode, the three electrodes on that side are coupled together by connecting the

corresponding signal wires together. The other side is then operated in the standard

coplanar anode mode. With the advent of coplanar anodes on both sides of the

detector we now have the added flexibility to select which side is to be operated as

the anode and which side is to be operated as the cathode. This then assures us that

the detector can be operated in a means to achieve the best performance.

To characterize the performance of the detectors at room temperature, we ac-

quired gamma-ray spectra using either of the two electron trapping compensation

techniques. One technique is the relative gain method and the other technique is

the depth sensing method. With coplanar electrodes on either side of the detector

(labeled side ‘A’ and ‘B’) we acquired spectra for both biasing configurations, that is

with side ‘A’ biased as the anode and side ‘B’ biased as the cathode and vice versa.

We also conducted µeτe product calculations using the method for single-polarity

charge-sensing devices [61]. In this method, we expose the detector to a low energy

γ-ray source on the cathode side such that the electron cloud will drift over the entire

detector thickness. Then, we measure the photopeak centroid position for spectra

acquired at two different bias voltages. The µeτe product can be determined based

on the photopeak shift observed at these two bias voltages.

4.3.3 Detector spectroscopic performance

We began by testing the Yinnel Tech/BSI CZT2-4-2 detector because it was found

by BSI to be the better of the two detectors. With a bias of -1200 V supplied to the

cathode, -40 V supplied to the noncollecting anode, and with the collecting anode

and boundary electrode set to ground, we achieved a FWHM at 662 keV of 1.65%
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Figure 4.9: 662 keV γ-ray energy spectrum for the CZT2-4-2 detector using the relative gain com-
pensation method. Results in the range of 1.65% to 1.70% were consistently achieved.

using the relative gain method for electron trapping compensation [62]. The pulse

height spectrum for this measurement is given in Figure 4.9. These results were a

significant improvement from previous detectors. The spectrum in Figure 4.9 was

acquired with side ‘A’ biased as the anode. By reversing the biasing polarity such

that side ‘B’ is biased as the anode, we achieved a FWHM at 662 keV of 6.8% using

the relative gain method, which clearly indicates a severe degradation in performance.

As was previously described, the depth sensing method for electron trapping com-

pensation allows us to obtain energy spectra as a function of interaction depth. For

the condition in which side ‘A’ is biased as the anode, Figure 4.10(a) shows both the

uncorrected γ-ray spectrum and depth corrected spectrum. This spectrum shows a

depth corrected resolution of 1.75% at 662 keV, which is slightly poorer than that

achieved with the relative gain method [62]. Figure 4.10(b) illustrates the depth

dependency for energy resolution in the detector where larger depth indices indicate

increasing distance from the anodes. We find that the resolution remains fairly con-
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stant in the bulk of the detector, but then degrades significantly near the coplanar

anodes. This effect was surprising to us, because of what we had observed on an

eV Products detector using a similar generation 3 coplanar grid electrode design as

described in Section 4.1.3. However, in the new generation 3 design, restrictions

were imposed by BSI that only allowed for a minimum strip dimension of 150 µm.

These restrictions were not as severe for the eV Products detector, and so better

weighting potential symmetry could be achieved. With side ‘B’ biased as the an-

ode, we acquired the energy spectrum as shown in Figure 4.11(a). In Figure 4.11(b)

we observe linearly degrading resolution as a function of increasing depth from the

coplanar anodes. These results indicate that the degradation of energy resolution is

related to the drift distance of electrons, where increasing drift distance causes more

significant photopeak broadening. The asymmetric effect that we observed with this

detector is discussed further in Section 4.3.4.

A measurement of the CZT2-4-2 detector µeτe product was carried out as de-

scribed previously. With side ‘A’ biased as the anode we measured a value of

1.13 × 10−2 cm2/V. This value is high in comparison to traditional µeτe values,

which should help to explain the excellent performance achieved with this detector.

With side ‘B’ biased as the anode we measured a value of 8.83 × 10−3 cm2/V. The

uncertainty in this measurement is characterized by the depth resolution of the de-

tector, which is ∼ 5%, so the difference in the µeτe for opposite biasing polarities

is significantly greater than the uncertainty. This result provides some indication

why we observed degraded performance with side ‘B’ biased as the anode, since the

detector characteristics were observed to be asymmetric.

Energy spectra were also taken with the Yinnel Tech/BSI CZT2-4-1 detector and

very similar behavior was observed. The best resolution achieved for this detector
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Figure 4.10: These measurements were taken using the BSI CZT2-4-2 detector with side ‘A’ biased
as the anode. The cathode was set to -1400 V and the noncollecting anode was set to
-45 V.
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Figure 4.11: BSI CZT2-4-2 detector measurements with side ‘B’ biased as the anode. The cathode
was set to -1200 V and the noncollecting anode was set to -50 V.
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Figure 4.12: Cs-137 spectrum taken with the BSI CZT2-4-1 detector employing the depth sensing
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Table 4.3: Energy resolution data for both Yinnel Tech/BSI detectors using the depth sensing or
relative gain methods for electron trapping compensation and with either side ‘A’ or side
‘B’ biased as the anode.

Anode % FWHM with % FWHM with
Detector side depth sensing relative gain

A 1.75% 1.65%
CZT2-4-2 B 8.3% 6.8%

A 1.86% 1.99%
CZT2-4-1 B 8.3% 7.0%

was 1.86% at 662 keV. A spectrum of this detector employing the depth sensing

method for electron trapping compensation is shown in Figure 4.12. A summary of

the energy resolution data for both detectors is given in Table 4.3.

4.3.4 Discussion of asymmetric characteristics

The asymmetric effect discussed previously may be caused either by a surface

effect or by a bulk effect. In the case of a surface effect, changes in the surface

resistivity may cause the electric field in the device to be nonuniform, resulting in a

reduced electric field in the bulk of the semiconductor. Such an effect could cause the

linearly degrading energy resolution observed in our measurement, since the effect
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of electron trapping will become more severe in this case. However, observations of

the cathode waveform do not comply with this hypothesis, since the cathode signals

were observed to be linear and the signal rise times were on the same order of those

observed when side ‘A’ was biased as the anode. Hence, a reduced electric field due to

a surface layer effect is most likely not the cause of the poor performance. The other

hypothesis is that the asymmetric behavior is due to a material bulk effect in which

the bulk properties change as a function of biasing orientation. If the bulk properties

changed such that the transport of electrons was inhibited, such as a decreasing µeτe,

this could explain our measured result. As was reported in Section 4.3.3, the µeτe

did decrease by ∼ 21%, however this reduction was not enough to substantiate the

dramatic degradation in resolution that we observed. Therefore, it is not yet evident

the cause of the resolution degradation with side ‘B’ biased as the anode.

Another study by Wright et al. also indicated asymmetric behavior on {1 1 1} ori-

ented CZT crystal acquired from Yinnel Tech [63]. In this study, (111)A and (111)B

surfaces were identified using a special lactic acid etch. Then, tests were carried out

using the same CZT crystal, but processed with different chemical treatments. One

of the chemical treatments used was 5% Br2 in methanol, which is the same etchant

used on the BSI detectors in our study. For this scenario, the energy resolution at

59.6 keV was found to be slightly better when the (111)B surface was operated as the

anode. Similar to our observation, differences in the µeτe values were also reported

as a function of whether the (111)A side or (111)B side was biased as the cathode.

These observations were interpreted to be likely the result of variations in the surface

recombination rates of electrons due to differences in the surface stoichiometry [63].

In this study, measurements of the surface recombination velocities were carried out

and were found to be more than 2× greater when the (111)A surface was operated
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as the anode. Although these findings do provide evidence for asymmetric behavior

of CZT, they do not provide a valid explanation for the linearly degrading resolu-

tion as a function of increasing drift distance that we observed. Greater trapping

at the surface should effect the energy resolution equally at all depths, however we

did not observe this in our experiment. Hence, further study must be done to fully

understand the physics of the asymmetric behavior.



CHAPTER V

Detector Modeling

The experimental data reported thus far has shown that coplanar grid CZT de-

tectors can result in good spectroscopic performance devices. We showed that <

2% energy resolution at 662 keV can be achieved. Although such results are very

promising, there are still many aspects of these devices that have not been fully un-

derstood through experimentation alone. Fortunately, simulation tools can be used

to help answer some key issues pertaining to these devices that would otherwise be

difficult to understand. The simulation packages used in this study include Maxwell

for modeling the signal induction process and drifting of charge carriers in the elec-

tric field, in addition to Geant4 for modeling the physics of gamma-ray interactions

within the detector [48, 64]. A 1.5 × 1.5 × 1.0 cm3 detector was modeled employing

the generation 3 coplanar grid design. The results from these simulations and the

insight they provide us will be discussed in this chapter.

5.1 Simulation methods

The simulations for the coplanar grid CZT detector were carried out in a series of

steps detailed in the block diagram in Figure 5.1. The first step involves simulating

the detector charge induction characteristics using Maxwell. In Maxwell, we modeled

the electrode geometry “cgrev7a2” discussed in Section 3.2 and employed in the BSI

67
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Figure 5.1: Block diagram highlighting the steps for the simulations discussed in this chapter.

detectors. Using this simulation tool, we solved for the weighting potential ϕ◦ of

the subtracted anode and cathode, in addition to the electric field E and saved this

information to a grid. For the 3-D simulations discussed in Section 5.2 a spacing of

0.1 mm in the x- and y-directions (lateral directions) and 0.2 mm in the z-direction

(depth) was used. For the 2-D simulations discussed in Section 5.3 a finer spacing

of 25 µm in the x-direction and 0.25 mm in the z-direction was used. Both of these

electrostatic parameters are necessary in order to generate the pulse waveforms due

to the electron drift. After this data was saved, the next step involves running a

MATLAB program, which does the electron transport calculations [65].

The idea behind the MATLAB waveform generation code is to calculate the path

of the electrons, governed by the electric field, as they drift toward the anodes. In

these simulations, we assumed that the holes remain stationary during the time it

takes for the electrons to be collected. The program determines the change in the

electron position ∆λ for every time step ∆t, which can be simply calculated based

on Equation 5.1.

∆λ(x, y, z) = µeE∆t (5.1)

Care was taken to ensure that the time steps were sufficiently small such that the

electrons conform to the direction of the electric field lines. For these simulations,

time steps of 10 ns were typically used. Once the change in position is determined,
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it is a straightforward matter to determine the change in the induced charge using

Equation 2.2. In our model, we also incorporated the effects of electron trapping. We

can employ Equation 2.5 to determine the number of electrons trapped within each

time step, which can then be included in the charge induction equation. These signals

emulate the preamplifier waveforms. After the preamplifier signal is generated, we

then determine the shaped signal. A CR-(RC)4 shaping filter with a variable shaping

time was modeled. A shaping time of 2 µs was chosen in the simulation, because this

was the value used in the experiment. The shaped cathode and subtracted anode

signals were finally saved in a data file, ready for the next step using the Geant4

program.

The last step in the simulation involves running the Geant4 Monte Carlo code for

modeling the gamma-ray interaction physics. This program models all major gamma-

ray interaction mechanisms, such as photoelectric absorption, Compton scattering,

pair production, and Rayleigh scattering. A gamma-ray flood source was positioned

on the cathode side. For each hit, the 3-D position information and energy deposition

was determined in the simulation. The number of charge carriers (e-h pairs) produced

was determined by assuming an average ionization energy of 4.7 eV/e-h pair. Other

parameters assumed in the model are given below in Table 5.1. Fano statistics were

included by sampling a random variable from a Gaussian distribution and spreading

it by σFano =
√

F ·N , where F is the Fano factor and N is the total number of charge

carriers produced. Other causes of peak broadening were included into the model

as well, including electronic noise and electron trapping statistics. The standard

deviation of the electronic noise σnoise can be calculated simply by applying the error

propagation formula to Equation 2.6, resulting in Equation 5.2

σAsub
= (σ2

Aca
+ (G · σAnca)

2)1/2 (5.2)
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Table 5.1: Parameters which were used for modeling the coplanar grid CZT detector in Geant4.
ionization energy (ε) 4.7 eV/e-h pair
Fano factor (F) 0.1
ENCanode 448 electrons
ENCcathode 377 electrons
µeτe 10−2 cm2/V

where σnoise = σAsub
and σAca = σAnca = ENCanode, therefore

σnoise = (1 + G2)1/2 · ENCanode

For a relative gain of 1 and an ENC of 448 electrons, this gives a noise FWHM

of 7 keV, which is the best-case-scenario noise measured in the experiment. The

last cause of peak broadening that was included into the Geant4 code was electron

trapping statistics. Although electron trapping was determined in the MATLAB

waveform generation program, the electron trapping statistics could not be included

into that program because of missing information. One needs to know the num-

ber of electrons drifting toward the anode in order to calculate the uncertainty in

the number being trapped σtrap. For this calculation, we assume a binomial dis-

tribution since the probability for an electron to be trapped ptrap is not in general

<< 1, where a Poisson distribution can be assumed. Therefore, the uncertainty is

calculated as σtrap =
√

N◦ · ptrap · (1− ptrap), where N◦ gives the initial number of

electrons formed. These sources of peak broadening are incorporated together with

the waveform data generated in MATLAB in order to determine the total anode and

cathode signals.

In the Geant4 program, events can be processed in different ways. For the case

of a single-site event, the interaction location is determined and the closest index

value, as established in MATLAB, is found. Then, the maximum values of the

shaped anode and cathode waveforms for this index position are determined. This

process nearly emulates what is done by the peak-hold circuit in the experiment, as
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discussed in Section 3.4. In the case of multi-site events, the location of each gamma-

ray interaction is obtained and the corresponding index values are determined. The

shaped signals from each index value are weighted by the amount of energy deposited

at each site and then summed together. The maximum value for the resulting shaped

signal is determined just as in the single-site case. The program then calculates C/A

to determine the depth of the gamma-ray interaction. Then, the data gets binned

into pulse height spectra separated by depth and saved into a data file for further

analysis.

5.2 Comparison study of 2 electron trapping compensation techniques

We have observed through experimentation that both the depth sensing method

and the relative gain method can be used to correct for electron trapping. For

the BSI detectors, differences in spectroscopic performance were observed for each

method, however these differences did not always follow expectations. As shown in

Table 4.3, for the CZT2-4-2 detector, the best energy resolution was recorded using

the relative gain method. For the CZT2-4-1 detector, the depth sensing method

gave way to the best energy resolution results. According to theoretical predictions,

the depth sensing method should result in better electron trapping compensation

when employing a boundary electrode [55]. However, this was not observed in all

cases. Moreover, differences in the energy resolution using either method varied by

only ∼0.1%. This study sought to determine through simulation which method for

electron trapping compensation would give better performance.

Simulation results for depth sensing are shown in Figure 5.2(a). The depth cor-

rected energy resolution was determined to be 1.34% FWHM at 662 keV. The result

employing the relative gain method is shown in Figure 5.2(b), which was obtained
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by setting the relative gain to the optimized value of 0.81. This value was deter-

mined by factoring in the relative gain component to the weighting potential data

and re-running the simulation until the best energy resolution was achieved. The

best energy resolution determined using this method was 1.40% FWHM at 662 keV.

The simulation results agree with theoretical predictions indicating that the depth

sensing method should be the better method for electron trapping compensation

when a boundary electrode is employed. The small difference in energy resolution of

0.06% observed between these two compensation techniques agrees quite well with

the experimental data.

To better understand the cause of the discrepancy in energy resolution between

the relative gain method and the depth sensing method, events were separated ac-

cording to the interaction location. The first case involved only recording events

with interactions that occurred entirely within the center portion of the detector.

The center region was considered anything within a 5 mm radius of the middle of

the detector. The second case involved only recording events with interactions that

occurred entirely outside of this region. This is similar to radial sensing, except no

calculations of radial position are necessary, since in the simulation we know the

exact locations of the gamma-ray interactions. Figure 5.3(a) shows the resolution as

a function of depth for both cases when the relative gain is set to 1 (depth sensing

method). Correspondingly, Figure 5.3(b) shows the same data when the relative

gain is set to 0.81. Based on our theoretical predictions as well as the experimental

data, the resolution should be poorest for the edge region of the detector. In addi-

tion, applying a non-unity relative gain should result in greater weighting potential

nonuniformity along the edge of the detector than for the scenario in which the rel-

ative gain is equal to 1 [55]. Hence, poorer energy resolution should be observed in
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Figure 5.2: Simulated Cs-137 spectra for the coplanar grid detector, where (a) was acquired employ-
ing the depth sensing method with a relative gain of 1 and (b) was acquired employing
the relative gain method with an optimized relative gain of 0.81.
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the relative gain method. However, according to the energy resolution versus depth

data shown in Figure 5.3, no significant difference was observed. This result shows

that applying a non-unity relative gain may not have as significant of an effect on the

weighting potential nonuniformity as initially thought. Hence, the small discrepancy

in energy resolution observed using either compensation technique is consistent with

the simulated results in Figure 5.2. Note that these simulations do not include the

effects of material nonuniformities, resulting in variations in the µeτe. This effect

could give a further edge to the depth sensing method, if electron trapping varies

only as a function of depth.

5.3 Surface effects of CZT

It is widely known that the surface properties of CZT can affect the transport of

electrons through the crystal, ultimately resulting in variations in the spectroscopic

performance [63,66]. Common crystal treatment practices include polishing, chemical

etching, and surface passivation in order to result in a good working detector [67,

68]. A passivation layer will help to reduce surface leakage current, but it may

adversely affect the electron collection. In this section we explore this effect further

by simulating the electron drift for two different surface boundary conditions. In

these simulations, we assume the passivation layer to be a thin film of 600 nm TeO2

located between the strips with a conductivity σ = 10−13 S/m (4 orders of magnitude

less than CZT) and electric permittivity ε = 10. The two different surface boundary

conditions modeled were (a) a linearly varying potential at the oxide layer between

the strips, corresponding to the case when a relatively high leakage current could

regulate the potential on the gap, and (b) the oxide layer was left floating such that

no potential was assumed, corresponding to a high surface resistance. 2-D Maxwell
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Figure 5.3: Resolution versus depth data separated by interaction location where (a) is for a relative
gain of 1 and (b) is for a relative gain of 0.81. The differences observed between (a)
and (b) are fairly minimal.
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simulations of the weighting potential and electric field were done for both of these

boundary conditions.

5.3.1 Modeling the electron trajectory

The charge carriers generated in the detector will always follow a trajectory dic-

tated by the electric field lines. Hence, we can use the electric field data computed

in Maxwell to determine the electron track. In Maxwell, we apply similar voltage

potential parameters as were used in the experiment. That is Vcat = −1200V and

Vbe = Vca = 0V, where Vcat, Vbe, and Vca are the cathode, boundary electrode,

and collecting anode potentials, respectively. The computed electron track for a

noncollecting anode bias Vnca = −43V is shown in Figure 5.4. We observe that on

the left side of the figure (linearly varying potential), a critical bias was achieved

where electrons traveling underneath the noncollecting anode were steered away and

not collected by the noncollecting anode. From this figure, it is clear that a large

fraction of these electrons end in the gap between the strips. On the right side of

the detector (floating potential), electrons were collected by the noncollecting anode

which is nonideal. However, we found that the electrons are being focused to the

collecting anode better for this case. The effects on the electron trajectory for an

increased noncollecting anode bias are shown in Figure 5.5. This data is shown for

Vnca = −86V. On the left side, we observe better electron collection at this bias,

however some of the electrons still terminate in the gap region. For the right side,

full collection of the electrons at the collecting anode is achieved. Therefore, the

boundary conditions on the right side are better for proper steering of the electrons

toward the collecting anode. The reason for this can be seen in Figure 5.6. Here

we find that for the floating potential case, the potential has a convex shape. This

feature will help to bend the electric field lines such that more of them terminate
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Figure 5.4: Illustration of the electron track for electrons originating at z = 8 mm determined
for a cathode bias of -1200 V and a coplanar anode bias of 43 V. The effects for two
different boundary conditions are shown on the same plot. The left side was calculated
for a linearly varying potential at the surface and the right side was calculated when
no potential was applied at the surface (floating case). The right side shows better
focusing of the electrons.

on the collecting anode than in the linearly varying case, since E = −∇V and the

gradient of the potential increases in magnitude as we get closer to the collecting

anode. Hence, better focusing of the electrons will result. This electron track data

helps us to better understand the best surface boundary conditions for improved

electron collection.

5.3.2 Modeling the spectrum

As discussed in Section 5.1, we can incorporate the electron track information with

the weighting potential data to generate pulse waveforms in our device, which can

then be employed in Geant4 to simulate the energy spectrum. With the MATLAB

waveform generation program, the response in the detector was determined for every

25 µm in the x-direction (the lateral direction). The fine spacing that was used
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allowed us to incorporate the effects of the finite electron cloud size as well as charge

diffusion into our model. In this model, the electron cloud parameters were chosen

based on the simulation work done by Zhang [69]. For a 662 keV gamma-ray event,

the electron cloud radius rcloud has a mean value rcloud = 100 µm and a standard

deviation σrcloud
= 32 µm. This data allows us to estimate the electron cloud radius

for every interaction. An electron i is sampled within this cloud assuming a uniform

distribution and then the effects of charge diffusion are factored in. Charge diffusion

results in a spreading in the charge cloud as it drifts toward the anodes and this

spread has a standard deviation σdiff given by Equation 5.3

σdiff =

√
2kTd

eE
(5.3)

as discussed in Knoll [1], where kT/e is 0.0253V at 20◦C, and d is the electron path

length, and E is the electric field magnitude. It is then relatively simple to determine

the offset of the electron’s arrival position Ωi due to diffusion by sampling from a

Gaussian distribution and introducing a spread of σdiff . The amount of offset then

allows us to determine the response Ri due to the i-th electron, since we can estimate

that

Ri = R(xi, z)

where xi = x + Ωi and (x, z) is the gamma-ray interaction location. If xi falls

between two grid points, then a simple linear interpolation is done to approximate the

response. In these simulations, the response was calculated assuming 200 electrons

in the starting electron cloud. Then, the process of determining the total anode and

cathode signal is done the same way as discussed in Section 5.1. Finally, the energy

spectrum can be determined.

Energy spectra were determined for the surface boundary condition in which the
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oxide layer was left floating, which are shown in Figure 5.7. The spectrum in Figure

5.7(a) represents the case in which Vnca = −43V. The effect of incomplete charge

collection can be seen in this spectrum constituting counts within the gap region

between the photopeak and the Compton edge. This effect also leads to low energy

tailing. The spectrum in Figure 5.7(b) represents the critical bias of Vnca = −86V

where full collection of the electrons take place.

To see how accurately the model represents our experimental observations, we

include measurement results for the BSI CZT2-4-1 detector discussed in Section 4.3.

Spectra for two different biases are shown in Figure 5.8. The first case is given

in Figure 5.8(a) where Vnca = −20V. The second case is given in Figure 5.8(b)

where Vnca = −50V. The best spectroscopic results were obtained for the higher

bias, because of better electron collection. It is thought that once we achieve a bias

near to the critical bias, where all electrons are steered toward the collecting anode,

increasing the bias any further will be without benefit and will actually result in

energy resolution degradation due to increased electronic noise. For the lower bias

case, we can observe the effects of incomplete charge collection, which results in a

significant low energy tail as well as counts in the Compton gap region. Because of

these effects, significant energy resolution degradation was observed for the low bias

case.

Comparing our model to the experimental data, we observe some similarities as

well as some discrepancies. For both sets of data, the effects of incomplete charge col-

lection can be seen in the lower bias case. For the higher bias case, both the modeled

data and the experimental data display a more symmetric photopeak with a much

less significant fraction of counts in the Compton gap. This indicates better charge

collection. However, the modeled data shows an energy resolution degradation from
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Figure 5.7: Simulated spectra for the case in which the oxide layer was left floating where (a) is with
a coplanar bias of 43 V and (b) is with a coplanar bias of 86 V. For these simulations
the cathode was set to -1200 V. The effects of incomplete charge collection are shown
in (a).
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1.47% to 1.65% FWHM at 662 keV due to decreasing bias. The degradation is much

more severe for the experimental case, from 2.36% to 3.86% FWHM at 662 keV.

Thus, it is apparent that our model is not entirely complete. For one, it is generally

accepted that material nonuniformities, such as Te inclusions, can play a substantial

role in spectroscopic performance. Hence, this effect should be incorporated into

future models by assuming regions in the detector with high electron trapping prob-

ability. Secondly, electronic noise was assumed to be just one value for all operating

conditions, which we know is only an approximation. Therefore, an analytical model

of the noise as a function of biasing condition should also be included. Lastly, spectra

were generated only for one case of the surface boundary conditions. Other cases

should also be modeled and compared to the experimental data.
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Figure 5.8: Experimental data taken with the BSI CZT2-4-1 detector using a cathode bias of -1200
V and a noncollecting anode bias of -20 V (a) and -50 V (b). The degradation in
resolution observed in (a) was likely the result of incomplete charge collection.



CHAPTER VI

Multi-Pair Coplanar Grid Detector Design and Results

One drawback of the coplanar grid CZT detector has been its small size on a

single crystal. That is, the efficiency for detecting gamma-rays using this type of

detector is relatively low in comparison to NaI(Tl) scintillators or Ge semiconductor

detectors because of its smaller volume. The crystal growth technology had limited

the availability of single crystals to 2-3 cm3 or smaller. However, recent advances in

crystal growth technology have allowed the possibility for producing larger crystal

sizes. In this study, a large volume crystal was purchased from Yinnel Tech with

initial dimensions of 32 mm × 31 mm × 17 mm. The crystal was fabricated into a

detector by BSI. The final detector size was 30 mm × 30.5 mm × 12 mm, which is a

volume nearly a factor of 5 greater than any CZT detector developed by our group.

6.1 Multi-pair coplanar grid concept

The multi-pair coplanar grid design was conceptualized as a means to employ

the coplanar grid readout technique for a larger volume detector. A well known

drawback to the coplanar grid system is the high degree of noise due to the leakage

current and capacitance between the grids. Therefore, it is believed that scaling the

grid electrodes to any arbitrarily large size would likely result in a poor performing

detector, since the noise would also scale with the grid size. A solution to this

84
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Figure 6.1: Illustration of the multi-pair coplanar grid design. This design consists of 4 sets of grid
pairs surrounded by a single boundary electrode (shown in the green). The multi-pair
coplanar electrodes were placed on both the top and bottom of the crystal. The anode
surface area is 30 mm × 30.5 mm and the final crystal thickness was 12 mm.

problem is to employ 4 independent grids, divided into 4 quadrants, surrounded by a

single boundary electrode as shown in Figure 6.1. By employing this configuration,

signals can be read out from each grid separately and processed independently.

As mentioned, 4 coplanar grid pairs were used, as opposed to a single grid pair,

because the noise performance should be better in the former case. This is because

the capacitance between the electrodes will increase for the single coplanar grid case

due to the surface area of the electrodes being 4 times greater. Increased capaci-

tance will lead to larger series noise [1], and hence poorer spectroscopic performance.

Another advantage of using 4 coplanar grid pairs is the reduced leakage current be-

tween each grid pair, since using a single grid pair will result in 4 times greater

leakage current (summing the leakage currents from each of the 4 coplanar grids).

Because of the very narrow spacing of coplanar grid detectors, leakage current can
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be a dominant source of noise in the device. Larger leakage current will lead to

greater parallel noise [1]. In addition, another unique aspect of this design is that

we chose to surround all 4 coplanar grid pairs by a single boundary electrode. This

was done rather than surrounding each grid pair by its own boundary electrode. As

discussed in Chapter III, the purpose of the boundary electrode is two-fold. First,

it helps to absorb excess leakage current from the sides of the detector. Second, it

helps to make the weighting potentials of the collecting and noncollecting anodes

more uniform, since the boundary conditions along the periphery of the device are

forced to be consistent. Both of these conditions are met in the multi-pair coplanar

grid design we chose. The boundary electrode in our design adjoins with the edge of

the detector, hence side surface leakage current will be absorbed. In addition, if we

consider any of the grid pairs in Figure 6.1, two sides will always border a bound-

ary electrode. The other two sides will border the neighboring coplanar grid pairs.

When calculating the weighting potential of either coplanar grid, the potential of the

electrodes surrounding the coplanar grid will always be 0. Hence the neighboring

coplanar grid pairs will act the same as the boundary electrode in the simple gener-

ation 3 coplanar grid design shown in Figure 3.2. Using a single boundary electrode

has an added advantage. This is because the neighboring grid pairs can be used to

sense transient signals. When processed properly, these signals can provide more

uniform detector response. This effect will be discussed further in this section.

Using 4 coplanar grid pairs will result in some added complexity to the readout,

since there will be 4 subtraction circuit signals to deal with. If a full energy deposition

occurs under a single quadrant, it may be necessary to only read out the signal from

the grid pair corresponding to this quadrant while the noise from the other 3 grid

pairs can be ignored (Note: there is a caveat to this which will be discussed later
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in this section). This would equate to better noise performance in comparison to

employing a single coplanar grid pair on the anode surface. For the scenario in

which interactions occur under multiple grid pairs, a different technique should be

employed. In this case, the subtracted signal should be taken independently for each

grid pair and then simply summed together. This will give the total charge induced

on the 4 grid pairs, which will be a function of the total energy deposited. So, for

this method to be realized, a signal threshold must be set in the readout software to

indicate when an interaction occurs under a particular grid pair.

Another key feature of this detector is that only one single crystal of CZT was

used, instead of 4 separate CZT crystals. We chose to use just one crystal because we

have always observed that the best performance for all detectors occurs in the center

of the device, where the weighting potential nonuniformity is a minimum. This was

made evident in the radial spectrum in Figure 4.6(c). If the degradation of energy

resolution due to nonuniform weighting potential can be limited only in the region

very close to the periphery of the detector, a greater fraction of the detector volume

will have better weighting potential uniformity rather than if 4 separate detectors

are employed. By reading out signals from any of the grid pairs concurrently, and

processing the signals properly, simulations showed that the effects of charge sharing,

in which a portion of the electron cloud originally formed gets collected by multiple

grid pairs, can be compensated. Charge sharing happens when an event occurs

somewhere in the vicinity of the border region of two coplanar grid pairs, where

the nonuniformity of the differential weighting potential of any single grid pair is

worst. By just summing signals from neighboring pairs, the total signal can be

nearly proportional to the total charge deposited. This is because the response of

the detector in the border region is more uniform when summing the coplanar grid
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Figure 6.2: Plot of the weighting potential 1.25 mm from the anode surface along a line depicted
in the inlaid figure. The grid I data (blue) is the weighting potential of the subtracted
grid I signal. The grid I + grid IV data (red) is the resulting weighting potential when
the subtracted signal from grids I and IV are added together. This plot illustrates that
the weighting potential is more uniform in the border region (y = 10 → 20) for the
summed grid case than it is for the single grid case.

signals together for neighboring grid pairs. This effect is illustrated by plotting the

weighting potential data for the multi-pair detector in Figure 6.2. In addition, it

is believed that this design can provide some radial position information. This is

because we can utilize the signals from the neighboring grid pairs in addition to

calculating the radial position of the interaction. By incorporating these two sets of

information, we should be able to better characterize in which radial sector an event

occurs. This position sensing algorithm may prove to be very useful, especially when

trying to diagnose problem regions in the crystal.

The design of the multi-pair coplanar grid was carried out using Maxwell. Em-

ploying the 3rd-generation coplanar grid design and adapting it to the multi-pair

concept, a variety of different designs were modeled. The optimum design was ob-

tained by minimizing the weighting potential of the subtracted signal at a specific

depth within the device where the weighting potential nonuniformity is generally
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most severe, which was 1.25 mm from the anode surface. As a means to compare

different designs, we used the same figure of merit (FOM) value as given in Equation

3.1. For these simulations, the subtracted signal weighting potential was calculated

for only one grid pair at a time. That is, for one quadrant of the detector. Hence,

the FOM was calculated only underneath the quadrant of interest. Our goal was to

minimize this FOM in order to make the detector response as uniform as possible.

6.2 Detector evaluation

The large volume detector was made using a CZT crystal purchased from Yinnel

Tech with initial dimensions of 32 mm × 31 mm × 17 mm. The crystal was then

fabricated into a detector by BSI using our multi-pair coplanar grid design. Coplanar

grids were fabricated on both sides of the detector because this would give us added

flexibility to select which side of the detector is to be operated as the cathode and

which side is to be operated as the anode. This is beneficial, because in Section

4.3.3, we found that the detector performed significantly better when one particular

side was biased as the anode. The original goal for this detector was to construct

a 15 mm thick device. However, due to early breakdown and low surface resistivity

between coplanar grid anodes, multiple fabrication processes were carried out, each

time resulting in some material loss. The final detector size was 30 mm × 30.5 mm

× 12 mm. A picture of the actual detector without the aluminum housing cover is

shown in Figure 6.3.

6.2.1 Low surface resistance and high voltage breakdown

The first measurement conducted was that of the inter-grid resistance. Just like

the simple coplanar grid detectors discussed in Section 4.3, this detector was labeled

as side ‘A’ and side ‘B’. The resistance between the grids on side ‘A’ was ∼60 MΩs
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Figure 6.3: A view of one of the anode surfaces for the multi-pair coplanar grid detector. The
electrodes are color coded to a particular color hook-up wire such that the electrodes
can be distinguished properly biased.

and on side ‘B’ was ∼110 MΩs. This is about a factor of 10 lower than that of the

previous coplanar grid CdZnTe detectors, considering the area (15 mm× 15 mm) and

pitch are almost the same on each grid pair. Side ‘B’ with the higher resistance was

selected as the anode side. We then biased the detector to 1000 V, when breakdown

was observed on the cathode. The phenomenon of breakdown includes anomalously

large pulses and large fluctuations in the baseline of the preamplifier output. The

gamma-ray signal was overwhelmed by large noise under breakdown conditions.

In order to isolate roughly where the poor region of the detector was located, we

probed the signals from each of the grids individually on the cathode side. By doing

this, it was found that the poor region was located under quadrants III and IV and

also under a portion of the boundary electrode as illustrated in Figure 6.4. It was

determined through further testing that grids I and II on the anode side could be

safely operated at 1700 V. Hence, coplanar signals can be read out for grids I and II



91Suspected     breakdown regionGrid IVBias < 1000V Grid IIIBias < 800VGrid IBias < 1200V Grid IIBias < 1200V
Figure 6.4: Illustration of the breakdown region relative to the grids on the cathode side. Operation

of the detector was limited to 1200 V for grids I and II on the cathode side due to the
large noise. However, the corresponding grids I and II on the anode side could be
operated at 1700 V with stable behavior. This indicates that the breakdown region
may be located closer to the cathode side.

at this bias without excessively large noise.

6.2.2 Biasing configuration and signal readout method

The multi-pair coplanar grid detector should be biased in a methodical fashion

in order to achieve the best possible operating conditions. Namely, the anode strips

should always be alternating between collecting anode and noncollecting anode. By

nature of the single coplanar grid design, this is trivial to achieve. However, when

biasing 4 separate coplanar grids, then care must be taken to ensure that neighboring

strips never have the same potential. The proper biasing configuration is shown in

Figure 6.5. There are two main reasons why we want to operate the detector in such

a fashion. First, it will help to limit the effects of charge sharing in the border region

between two adjacent sets of coplanar grid pairs. This is because the electrons that

are formed in the vicinity of the border region will tend to get steered toward the

collecting anode at the periphery, which will correspond to either of the grid pairs.

Second, in order to properly compensate for edge effects, as discussed in Section 6.1,

it is necessary that the subtracted signal weighting potentials compensate themselves
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Figure 6.5: A cut-out illustration of the multi-pair detector in the center of the device. This in-
dicates the proper biasing of the detector such that the strips alternate between the
collecting anode bias (Vca) and the noncollecting anode bias (Vnca).

when summed together. This effect was illustrated in Figure 6.2. This can only be

achieved when the two periphery strips in the border act as dissimilar electrodes.

That is, one is a collecting anode and the other is a noncollecting anode.

Depth sensing is usually achieved on a coplanar grid detector by reading out the

signals from the cathode C and anode A. By taking C/A, the depth of the interaction

can be determined. However, for this detector the cathode signal becomes excessively

noisy even at 1000 V due to high voltage breakdown on the cathode side. In order

to resolve this limiting factor for detector operation, we used the sum anode signal.

That is, by taking the sum of the collecting anode and noncollecting anode signals,

an alternative depth sensing can be achieved. This new depth ratio is therefore

determined by employing Equation 6.1

d =
Aca + Anca

Aca − Anca

(6.1)

where Aca and Anca are the collecting anode signal and noncollecting anode signal,

respectively.
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A caveat to this depth sensing algorithm is that when reading out the sum signal

for one grid pair only, edge effects will alter the induced charge on the sum signal.

This effect will be more pronounced near the anode side of the detector and will

cause events occurring at the same interaction depth to result in a larger sum signal

if they occur along the periphery than if they occur in the center. Hence, events

from the same depth may actually be placed in different depths in the spectrum,

which would degrade the spectroscopic performance. Employing the sum signal as

an alternative to the cathode signal will be evaluated further in Section 7.2. This

effect can be reduced by using the sum signal for all the grid pairs and the boundary

electrode. However, due to the excessively large noise for grids III and IV and the

boundary electrode, this was not practical.

6.2.3 Spectroscopic performance

Some preliminary results for the large volume detector have been obtained. In

the first measurement, the detector was biased at -1700 V on the cathode and 35 V

intergrid. The signals were then read out from grid I. In the second measurement we

used the same bias and read out the signals from grid II. For grid I, a depth corrected

FWHM of 3.7% for 662 keV gamma-rays was achieved. The depth corrected spec-

trum along with the uncorrected spectrum is shown in Figure 6.6(a). For grid II the

results were very similar; 3.74% FWHM. The depth sensing method helps to provide

clues related to the properties of the detector, since we can obtain spectroscopic in-

formation versus the depth of the interaction. Figure 6.6(b) shows the relationship

of energy resolution versus the depth number, where the detector was divided into

about 30 total depth slices. We find that the resolution is worst in the middle of the

device, ranging from depth index 12 to 23. This effect is not yet fully understood,

but it is thought that this could be partially the result of Compton scattering in-
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teractions. For Compton scatter events, the measured depth index is actually the

centroid depth, weighted by the amount of energy deposited per interaction. Hence,

the centroid depth tends to be near the middle of the detector and is very unlikely to

be near either the cathode or anode surfaces. If the detector performance changes as

a function of depth interaction, the performance as a result of multiple-interaction

events could be degraded more significantly. The 3-D plot in Figure 6.6(c) shows the

spectrum for each of the 30 individual slices of the detector with the source placed

on the cathode side.

An important property for characterizing the transport of electrons in semicon-

ductor materials is the µeτe. Measurements of the µeτe were taken using the method

for single polarity charge sensing devices described in Section 4.3.2. Measuring the

shift in the photopeak at two different bias voltages for 59.5 keV gamma-rays irradi-

ated on the cathode side, it was determined from grid I that µeτe = 3.7×10−3 cm2/V

and from grid II µeτe = 3.8 × 10−3 cm2/V. With these µeτe values, operating the

detector at 1700 V bias would result in 20% electron trapping for cathode side events.

The large amount of charge trapping in this device causes more statistical fluctuation

in the signal and hence degraded resolution. As a general rule of thumb, we find that

a good working coplanar grid detector requires charge trapping of less than 10%.

Charge trapping could be reduced by increasing the bias. However, it is not possible

on this detector due to high voltage breakdown.

6.2.4 Further discussion

The results from the multi-pair detector fell well below our goal of < 2% energy

resolution at 662 keV. Only 2 out of the 4 coplanar grids could even register a

spectrum due to excessively large noise caused by detector breakdown. Of the 2

working regions, the spectroscopic performance was deemed to be less than ideal.
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Figure 6.6: Large volume detector data from grid I only using a 662 keV gamma-ray source. This
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-35 V. The data indicates that the energy resolution is poorest near the middle of the
device.
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However, from the discussion in Section 6.2 one can reasonably conclude that the

limitation for this detector is not caused by the multi-pair coplanar grid design itself.

The effects of low intergrid resistance, detector breakdown on the cathode and anode

sides, and low µeτe all suggest that the limiting factor can be traced to the material

properties and/or the detector fabrication. These results are in fact promising, since

we feel that the the multi-pair coplanar grid design concept is still very much valid.

In fact, it is strongly believed that if we could build a detector using a crystal with

similar properties to that used in the BSI CZT2-4-2 detector (Section 4.3), our goal

of < 2% energy resolution, with much greater detection efficiency, could be achieved.

Currently, it appears that the CZT crystal growth technology has not yet caught up

with the demands set by the users.



CHAPTER VII

Other Factors Affecting Performance

Much of the emphasis so far in this dissertation has been placed on the proper

readout of signals as well as optimization of the coplanar grid design. It has been

made evident that these factors play a large role in determining the coplanar grid CZT

detector performance. However, in addition to these, there are a number of other

factors that play an important role in determining the performance characteristics of

these detectors. One such factor that has lead to some interesting ramifications is the

temperature effects on CZT. Yet another which can affect performance is the method

by which depth sensing is accomplished. In addition, simulation tools can be used

to quantify performance degrading effects such as weighting potential nonuniformity

and electron trapping. Of course, this list is a somewhat limited view of all the factors

affecting performance, since crystal growth and detector fabrication techniques have

shown to greatly alter, for better or for worse, the detector characteristics. However,

consistent with the rest of this dissertation, we focus on the observations that were

made, through experimentation and simulation, of these detectors and attempt to

elucidate these observations.

97
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7.1 Temperature effects on CZT

There is wide-spread interest in the scientific community to characterize the per-

formance of CZT detectors for low temperature environments such as those found

on Mars. Surprisingly, little study has been done on the temperature effects of

CZT [70, 71]. To accomplish this, we used a temperature chamber that could easily

reach temperatures down to -30◦C. The detector box, which includes the detector,

preamplifier electronics, and the subtraction circuit, was placed inside the chamber.

The biasing and signal cables were fed through a hole on the side of the chamber.

Care was taken to reduce the concentration of water vapor surrounding the detector

box which could possibly lead to water condensation on the electronics. This was

done by supplying a flow of dry N2 gas into the chamber as well as placing containers

of desiccant inside the chamber. Energy spectra were taken during the cooling cycle

for temperatures of 20◦C, 10◦C, 5◦C, -5◦C, -10◦C, -20◦C, and -30◦C. Spectra were

also taken during the warming cycle. In addition, we conducted measurements of

the µeτe product for each temperature setting. An independent set of measurements

were performed, which were taken at a later time, to characterize the µe value at

each temperature setting.

7.1.1 Results and evaluation for temperature study

The temperature study was carried out for both the eV Products detector MO2 2-2

square and the BSI detector CZT2-4-2. Using the depth sensing method for electron

trapping compensation, we acquired energy spectra at each temperature setting. The

results for the eV Products detector are displayed in Figure 7.1 and that for the BSI

detector are displayed in Figure 7.2 [62]. For the eV Products detector, we observed

the best energy resolution at 5◦C of 2.1%. Below this temperature, continuously
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degrading energy resolution was observed down to -20◦C with a value of 5.5%. A

complete loss of spectral information was observed at -30◦C. The electronic noise

was determined by the pulser FWHM and it was found that the noise reduced as a

function of decreasing temperature, even at -30◦C. For the BSI detector, we observed

the best energy resolution at 20◦C of 2.4%. The poorer energy resolution observed

at room temperature (20◦C) during this study, in comparison to previous room-

temperature measurements, was most likely a cause of the vibrational effects of the

temperature chamber. Worsening spectral performance was observed as a function

of decreasing temperature with a resolution of 7.0% at -20◦C. This detector also

resulted in a breakdown in performance at -30◦C.

In addition to the spectral performance of the detectors, an evaluation of the de-

tector µeτe product as a function of temperature was carried out [62]. In this method,

we determined the µeτe product values based on the photopeak shift observed be-

tween cathode side events and anode side events. This method is subject to some

factors that could affect the precision of the measurement, including the possibility

of a relative gain not exactly equal to 1. However, the relative change in the observed

µeτe should still be valid. Hence, we applied this method at all operating temper-

atures and normalized it to the known room temperature µeτe product value. The

data for both the eV Products detector and the BSI detector is displayed in Figure

7.3. For the eV Products detector we find that the µeτe achieves its maximum value

at 5◦C, where the energy resolution was observed to be the best, and then it falls off

for decreasing temperature. For the BSI detector we find that the µeτe is the highest

at 20◦C and higher than that of the eV Products detector. However, there is a sharp

fall-off in this value with reduced temperature such that it falls well below the eV

Products detector at -20◦C. These findings are in good agreement with the spectral
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Figure 7.1: Spectrum taken with the eV Products detector MO2 2-2 square for each temperature
setting using a 662 keV γ-ray source. Spectrum 1 (blue) is the initial temperature
setting and spectrum 13 (purple) is the final measurement. The spectrum at -30◦C is
characterized as a low energy continuum.
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temperature for the eV Products detector while heating. Only three measurements were
performed for the BSI detector during the heating cycle (−20◦C → −5◦C → 10◦C).

behavior of the detectors as a function of temperature.

A separate set of measurements were carried out to determine the electron mo-

bility value µe for the BSI detector as a function of changing temperature. In this

measurement, we acquired pulse waveforms for events originating near the cathode

surface of the detector. By taking the rise time of such events we can determine

the µe value. Twenty measurements were taken at each temperature setting to de-

termine the uncertainty of the measured value. The results are shown in Figure

7.4. We find that while cooling the detector the µe increases about 14% from 20◦C

to -10◦C, which is what we would anticipate since the effect of reduced temperature

would be a reduction in the crystalline lattice vibrations resulting in greater mobility

because there would be fewer scatterings of the electron. However, we then observe a

significant drop in the µe at -20◦C in addition to greater uncertainty in the measure-

ment. What we observed was that the pulse waveforms at -20◦C were either of two
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Figure 7.4: BSI CZT2-4-2 detector µe values for changing temperature where the leftmost point is
the initial measurement and the rightmost point is the final measurement.

categories. The first category shown in Figure 7.5(a) consisted of pulses that had a

rounding-off feature during the signal rise, resulting in pulses of longer duration with

typical rise times of ∼ 1µs. The second category shown in Figure 7.5(b) consisted

of normal pulse waveforms with typical rise times of ∼ 0.85µs. The distribution of

waveforms at -20◦C was divided among these two categories fairly evenly, which gave

way to a large uncertainty in the mean of the µe value. During the heating cycle we

observe a similar trend in the µe from -20◦C to about 5◦C. At 10◦C and 20◦C the µe

remains fairly constant, which could either be a result of the error associated with

the measurement or the possibility that the chamber temperature was not held long

enough such that the detector did not fully assume the operating conditions.

The effect of poorer spectral performance for temperatures below 0◦C and a com-

plete loss in spectral information at -30◦C is not yet fully understood. Examining the

BSI detector data we find that the µeτe product reduces by a factor of ∼ 5 from 20◦C

to -20◦C and the µe increases only slightly over the same temperature range. Hence,

the electron lifetime τe must also reduce by a factor of ∼ 5 over this temperature
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range. One possible theory to explain this observation is that the charge trapping

levels become deeper with reduced temperature. That is, trapped charges are less

likely to detrap, resulting in a shorter lifetime. Another clue to help us understand

the physical effects occurring in CZT at reduced temperature can be obtained from

the pulse waveforms. At −20◦C, the previously mentioned first category pulse wave-

forms had a rounding-off effect in addition to longer rise times. This may be the

result of longer electron detrapping times, since this would result in an elongated

electron cloud giving way to the types of pulse waveforms we observed. The copla-

nar signal for events originating near the anode surface did not result in longer rise

times at -20◦C since the electron drift distance would be reduced and hence would

not be as affected by trapping and detrapping. At -30◦C, the anode pulses were much

smaller in amplitude than what was observed for warmer temperature conditions. In

many cases, the collecting and noncollecting anode signals were of the same polarity

while the cathode signal was of the opposite polarity. This indicates to us that the

electrons travel only a short distance within the bulk of the detector before becoming

trapped.

Results from our temperature study agree very well with those obtained in a study

done by Murray et al. [70]. In this study, two different crystals were tested and both

were shown to have a complete loss of spectral information at temperatures below -

20◦C. It was postulated that the reduced performance at low temperature was caused

by space charge build-up, although no further analysis was done to verify this. In a

more recent study by Amman et al. [72], detectors were tested at reduced tempera-

ture with crystals obtained from eV Products. These detectors all displayed better

energy resolution with reduced temperature. One such detector resulted in more

than 40% improvement in energy resolution, with 1.6% FWHM at 662 keV obtained
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at 20◦C and 0.9% FWHM obtained at -20◦C. The improved resolution observed

at reduced temperature was largely credited to reduced parallel noise, allowing for

higher detector biasing and thus improved charge collection efficiency. In this study,

a failure mode was also observed at -30◦C. Pulse waveforms were recorded at this

temperature and it was found that electron drift slowed considerably at a certain

depth in the detector, which was linked to the existence of a weak electric field

region. The authors stated that this effect most likely is the result of charge accu-

mulation near the grid due to hole trapping. The observations from these studies,

as well as in ours, are likely dependent on the particular CZT material used and the

detector fabrication process. Hence, variations in detector performance for changing

temperature between these studies are reasonable to find.

7.2 Depth sensing using summation signal

In this dissertation we have focused mainly on using the C/A ratio to calculate

the depth of the gamma-ray interaction, where C is the cathode signal and A is the

anode signal. However, other methods can also be used to accomplish depth sensing.

One method involves using the timing information between the initial formation of

the charge to the collection of the charge at the anodes to deduce the depth of

interaction [26, 73]. Another method discussed in Section 6.2.2 involves using the

sum anode signal as an alternative to the cathode signal. In this method, we used

the sum of the collecting anode and noncollecting anode signals to calculate the

interaction depth as done via Equation 6.1. This method proved to be very useful

for the multi-pair coplanar grid detector because the cathode signal was excessively

noisy for this device and could not be used. Therefore, the anode signals were instead

used to achieve depth sensing. We observed, however, a reduction in the photopeak
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area for decreasing depth number when using this method. This effect was studied

further by conducting simulations and comparing to experimental data.

Two different methods for depth sensing were investigated in this study. One

method involved using C/A and the other method involved using Sum/A where

Sum = Aca + Anca. Experimental data using the BSI CZT2-4-1 detector is shown in

Figure 7.6. The 3-D spectrum shown in Figure 7.6(a) was obtained by taking Sum/A

to achieve depth sensing. The data shown in Figure 7.6(b) is a comparison of the

photopeak area between the two different methods for depth sensing. It is clear that

there was a reduction in the photopeak area near the anode side when employing

Sum/A to determine the depth. Much more uniform response was obtained using

C/A. We then used simulation techniques to simulate the detector response using

both methods for depth sensing. Results from these simulations are shown in Figure

7.7. It is clear that the simulated data agrees with the experimental data very well.

From this, we verified that the reduction in the photopeak area is due to edge effects

in the Sum weighting potential as a result of the boundary electrode. The boundary

electrode shown in Figure 3.2 surrounds the two inner coplanar anodes and will cause

the weighting potential of Sum to decrease around the periphery. This is because

the induced charge will be shared between the boundary electrode and the coplanar

anodes. The reduced Sum weighting potential around the edge will cause the actual

Sum signal to be greater around the periphery than in the center. This effect will

become more severe near to the anodes, resulting in a significant portion of anode

side events to have a greater depth value when using Sum/A than the true depth of

the gamma-ray interaction. Hence, many events will be pushed toward the cathode

side. The cathode signal, however, will be much more uniform as a function of lateral

position for a given depth, because all of the electrodes on the cathode side are being
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used. Hence, edge effects aren’t as significant of a factor in this case, causing the

photopeak area to be much more uniform as a function of depth.

7.3 Factors contributing to peak broadening

Any gamma-ray spectrum has a number of factors associated with it that lead to

broadening of the photopeak. Many such factors related to the coplanar grid CZT

detector have already been discussed in this dissertation. These include weighting

potential nonuniformity, material nonuniformity, electronic noise, incomplete charge

collection, Fano statistics leading to variations in the number of charge carriers pro-

duced, and electron trapping. Understanding each of these sources of peak broaden-

ing, ultimately resulting in energy resolution degradation, can be helpful in under-

standing which factors have the largest influence on detector performance.

The simulation techniques discussed in Chapter V were employed in order to

quantify these sources of peak broadening. Each of the peak broadening factors

included in our simulations can be added in one at a time in order to determine

the contribution that each factor makes to the overall spectrum. We began by

modeling the spectrum only including the effects of weighting potential. This was

achieved by generating pulse waveforms in the MATLAB program without including

the effects of electron trapping. A gamma-ray spectrum was then generated using

Geant4 incorporating this waveform data. The FWHM of just the weighting potential

component was determined to be 0.18% at 662 keV. The next step involved including

electron trapping into the model, which is factored into the MATLAB waveform

generation program. In order to completely model the effects of electron trapping,

it is also necessary to include trapping statistics. This is included into the Geant4

program as discussed in Section 5.1. The total FWHM of the resulting spectrum
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Figure 7.6: Experimental results for the BSI CZT2-4-1 detector where (a) is the 3-D depth spectrum
obtained using d=Sum/A and (b) gives a comparison in the photopeak area for both
depth sensing methods.
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Figure 7.7: Simulation results where (a) is the 3-D depth spectrum obtained by taking d=Sum/A
and (b) gives a comparison of the peak area. The simulation data agrees with the
experimental data very well.
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Table 7.1: Results quantifying each component of peak broadening included into the model. The
data in the middle shows the total spectrum % FWHM at 662 keV after adding in each
component listed in sequential order. The data along the right details the % FWHM for
each of these components individually.

peak broadening % FWHM for % FWHM for
factors total spectrum each component
weighting potential 0.18 0.18
electron trapping 0.63 0.60
Fano statistics 0.67 0.22
electronic noise 1.37 1.19

is 0.63% at 662 keV. If we assume this source of peak broadening to be symmetric

and independent from all other sources, it follows that the FWHM contribution due

to electron trapping is
√

(0.63%)2 − (0.18%)2 = 0.60%. The next factor included

into the model was Fano statistics, which was included in the Geant4 code. By a

similar calculation as was done above, it was determined that this source contributed

a FWHM of 0.22% at 662 keV to the overall spectrum. The final cause of peak

broadening that was included into the simulation was that due to electronic noise.

The FWHM due to the electronic noise component was found again by taking the

difference in quadrature, which was determined to be 1.19%. A summary of these

results is given in Table 7.1.

The data given in Table 7.1 is useful in determining which factors have the greatest

influence toward the detector spectroscopic performance. We find that the weighting

potential for our particular design has just a small effect on the overall performance,

which provides further affirmation that our design is a favorable one. If, instead, we

conducted these simulations using a generation 1 or 2 design, this component would

be much larger. It can be seen that electron trapping has a significant impact on

the energy resolution. This is because electron trapping will lead to variations in the

amount of charge arriving on the anode due to varying path lengths. The path length

of the electron not only varies as a function of depth, but also as a function of lateral
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position. That is, electrons formed directly underneath a noncollecting anode will

have a greater distance to travel as they drift toward the collecting anode than those

electrons formed directly underneath the collecting anode. This will then lead to

greater electron trapping for those electrons generated underneath the noncollecting

anode, ultimately resulting in variations in the charge induction efficiency, and hence

a source of energy resolution degradation. Another effect associated with electron

trapping is the variation in the number of electrons trapped, which we can assume to

be governed by Poisson statistics. However, this effect will be quite small, resulting

in a contribution of ∼0.2% FWHM at 662 keV. The effect of Fano statistics is more

important for HPGe detectors than it is for coplanar grid CZT detectors. However, it

still adds to the overall energy resolution of the device. We find that electronic noise

has the greatest influence in our model on spectroscopic performance. Interestingly,

the noise that was set in the simulation was 7 keV = 1.06% FWHM at 662 keV, while

the noise determined in the simulation was 1.19%. This discrepancy exists because

the noise included into our model is Gaussian. However, because of factors leading

to low energy tailing, such as incomplete charge collection, the original spectrum to

which we are adding the noise is not truly Gaussian. Hence, the noise component

does not get perfectly added in quadrature. In these calculations we assumed each

factor adds in quadrature to all other factors, which is an approximation. Hence,

discrepancies in the measured FWHM and the true FWHM will exist.



CHAPTER VIII

Summary and Future Work

Gamma-ray spectroscopy has undergone many advancements in the last two

decades, many of which have been in the field of room-temperature semiconductor

detectors. The breakthroughs that have been made in this technology have coin-

cided extremely well with the demands of the users. That is, the emphasis is now

being placed on portable instrumentation with good gamma-ray detection efficiency

and good energy resolution. When imaging capabilities are not required, coplanar

grid CZT can accomplish these tasks very nicely. The key advantage of this detec-

tion method is the simplicity by which coplanar grid signals can be read out and

processed. In the simplest configuration, one can achieve all of these requirements

with just a power supply, 2 charge sensitive preamplifiers, a subtraction circuit with

a relative gain adjustment, an amplifier, and a multichannel analyzer. Slightly more

complex arrangements involving a peak-hold circuit, a DAQ card, and custom pro-

grammed LabVIEW software are required for more sophisticated sensing algorithms,

but are still relatively simple to implement. Because of its simple readout approach,

in combination with the good gamma-ray detection properties of CZT, coplanar grid

CZT has become a very attractive contender in the field of gamma-ray spectroscopy.

Users whose detection applications require near to, or less than, 2% energy resolution

113
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at 662 keV in a room temperature device should consider employment of this type

of detector.

8.1 Summary of results

Coplanar grid CZT detectors have a fairly recent history dating back to 1994

[22]. Although the foundation for this technology was well grounded before this

dissertation work began, we have gained more knowledge and have made significant

progress for ultimately rendering detectors with good spectroscopic performance.

This research work began with a study to characterize the performance of two 1.5×

1.5 × 1.0 cm3 detectors and one cylindrical detector 1.5 cm in diameter and 1.0

cm in length, all of which were manufactured by eV Products. These detectors were

fabricated using a previously developed generation 3 coplanar grid design. Then, two

different electron trapping compensation methods were compared, the relative gain

method and the depth sensing method. As predicted, the best results were achieved

using the depth sensing method, which resulted in energy resolutions between 2.0%

and 2.1% FWHM at 662 keV for one of the detectors. Using the depth sensing

method, we found that the energy resolution as a function of interaction depth was

much more uniform on the generation 3 detector than it had been on the generation

2 detector. This is because the generation 3 coplanar grid design was optimized for

improved weighting potential uniformity near the anode surface. Another means by

which to assess the performance of coplanar grid detectors is through radial sensing.

Using this sensing technique, we can plot the spectra as a function of radial position

at a given depth within the device. This method can be used as a diagnostic tool

to compare the uniformity in response for different coplanar grid designs. It was

found that the resolution degraded much less severely as a function of radial position
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employing the generation 3 design, which was further testament that the generation

3 design is superior to the generation 2 design.

Two new detectors were then produced using Yinnel Tech, Inc., crystals and fab-

ricated by BSI, Ltd., with a size of 1.5×1.5×0.9 cm3 and 1.5×1.5×0.95 cm3. These

detectors were constructed employing a new generation 3 coplanar grid design. The

design was optimized with the Maxwell electrostatic finite element analysis software

package under a certain set of design restrictions specified by BSI. The final design

was chosen by balancing the effects of detector capacitance with weighting potential

uniformity, both of which play a significant role in determining the final detector

performance. For these detectors, coplanar grids were constructed on both sides of

the crystal, allowing one the flexibility to select which of these sides is to be oper-

ated as the anode. Using the relative gain method, an energy resolution of 1.65%

FWHM at 662 keV was recorded for one of the detectors. The µeτe product for this

detector was 1.13 × 10−2 cm2/V, which is traditionally a high value for µeτe and

helping to account for the very good spectroscopic performance that was measured.

The results were slightly poorer using the depth sensing method with a FWHM of

1.75% at 662 keV, which was counter to expectations that the depth sensing method

should be the superior method for electron trapping compensation. However, for the

second detector, the best energy resolution result of 1.86% at 662 keV was achieved

using the depth sensing method. Employing the relative gain method, the resolution

was measured to be 1.99% at 662 keV. Measurements for these detectors were also

taken for opposite biasing polarities, such that the cathode and anode biases were

reversed. Under this condition, the best resolution achieved was 6.8% at 662 keV.

The dramatic degradation observed when the biasing was reversed indicates that

the material properties are asymmetric. In general, these findings reveal that it is
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very important to determine the best side for anode operation to achieve optimal

performance.

Results from a new large volume coplanar grid detector with size 30 × 30.5 ×

12 mm3 were reported. With this detector, the motivation was to improve the

gamma-ray detection efficiency while maintaining the good energy resolution ob-

served in the smaller volume detectors. A novel coplanar grid design was employed,

called the multi-pair coplanar grid design, consisting of an array of 4 coplanar grid

anodes on a single CZT crystal. This design was used rather than just one coplanar

grid, because it is believed that the noise performance should be significantly better

for the 4-grid case due to smaller capacitance and leakage current. Testing of this

detector was carried out and significant breakdown was observed for the cathode

signals at a low bias voltage. On the anode side, it was determined that two of

the four grids remained stable until 1700 V. Hence, only the anode side could be

used to acquire spectra. Depth information was determined using the sum anode

signal as an alternative to the cathode signal, such that d = Sum/A. Employing

this depth sensing method, spectra were recorded under grid I and grid II. The en-

ergy resolution was approximately the same value for both grids of 3.7% FWHM at

662 keV. Measurements of the µeτe were also taken and found to be a low value of

3.7− 3.8× 10−3 cm2/V. The relatively low µeτe value, in combination with a small

electric field due to biasing restrictions, results in ∼ 20% electron trapping for cath-

ode side events. The large percentage of electron trapping causes more statistical

fluctuations in the signal and hence degraded resolution. In general, it was deter-

mined that the most significant factors limiting the performance for the multi-pair

coplanar grid detector were due to material and/or fabrication flaws. Therefore, it is

believed that the design concept is still valid and could give rise to good performing
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detectors with much larger detection efficiency.

Modeling of the coplanar grid CZT detector was conducted to better analyze

questions that would be difficult to answer through experimentation alone. The

simulation packages used in this study were Maxwell for modeling the signal induction

process and Geant4 for modeling the physics of gamma-ray interactions. A 1.5 ×

1.5 × 1.0 cm3 CZT detector employing the generation 3 coplanar grid design was

modeled. A comparison study between the depth sensing method and the relative

gain method for electron trapping compensation was done and it was determined that

the depth sensing method resulted in better overall spectroscopic performance with

a FWHM of 1.34% at 662 keV. However, the difference in energy resolution between

these two methods was a small value of 0.06%. This observation was confirmed

by just recording events within the periphery region of the detector and comparing

results using both unity and non-unity relative gain values. No significant difference

in energy resolution was observed between these two cases. These results correlate to

a certain degree with experimental findings, since for the BSI detectors differences in

energy resolution between the two electron trapping compensation methods were ∼

0.1%. However, it is not yet evident why one detector in the experiment (BSI CZT2-

4-2) resulted in better spectroscopic performance using the relative gain method.

Using these simulation tools, a study of the CZT surface effects was conducted.

Two different surface boundary conditions were modeled, both employing a 600 nm

oxide layer, one assuming a linearly varying potential difference between the anodes

and the other allowing the oxide potential to remain floating, where no potential was

assumed. A comparison was made between these two surface boundary conditions

and it was observed that better electron collection resulted when the oxide layer was

left floating. The floating case is analogous to a high surface resistance between the
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anodes. It was found for this case that the potential at the surface has a convex

shape, causing the electric field lines to focus toward the collecting anode. For this

case, the critical bias at which complete electron collection takes place was found to

be at a coplanar bias of 86 V. Simulated energy spectra were recorded, assuming a

floating oxide layer, for two different coplanar biases of 43 V and 86 V. The effects

of incomplete charge collection could be seen at 43 V, since this is below the critical

bias. Comparisons were made to experimental data and similarities were observed,

however discrepancies were also observed largely because these models did not include

other important effects which could lead to peak broadening. These effects include

material nonuniformities in addition to an oversimplified model of the noise, which

did not account for changing bias. In addition, discrepancies may also exist because

the surface boundary conditions may not be entirely accurate. Hence, other models

should also be examined.

In this dissertation work, other factors affecting coplanar grid CZT detector per-

formance were also explored, such as the temperature effects on CZT. This was an

important study to conduct due to the increasing popularity of CZT and its poten-

tial uses in extreme temperature environments, such as those found on Mars. In

this study, the spectroscopic performance of CZT in a low-temperature environment

was evaluated. Two different detectors were tested, one from eV Products and the

other from Yinnel Tech/BSI. The detectors were tested over a range of temperatures

from 20◦C down to -30◦C. For the eV Products detector, the best energy resolution

was observed at 5◦C, corresponding to the temperature at which the µeτe product

was measured to be the greatest. For the BSI detector, the best energy resolution

was observed to be at 20◦C, which also coincided with the largest µeτe. Both of

these detectors resulted in a complete loss of spectral information at -30◦C. A very
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interesting observation in this study was that for the BSI detector, the µeτe product

reduced by a factor of ∼5 from 20◦C to -20◦C and the µe increased only slightly over

this temperature range. Hence, the electron lifetime must also reduce by a factor of

∼5 over this temperature range. It is thought that this is the result of deeper charge

trapping levels with reducing temperature. The breakdown in performance observed

for these detectors in low temperature environments has definite ramifications when

considering CZT for such environments. Interestingly, whereas other detectors such

HPGe or Si(Li) must be operated in low temperature environments, this study indi-

cates that CZT is truly a room temperature detection material, best operated at or

near room temperature.

Another factor affecting spectroscopic performance is the manner by which depth

sensing is achieved. Two different methods for depth sensing were compared, one

using C/A and the other using Sum/A, where Sum is the summation of the collecting

and noncollecting anode signals. Using the summation signal for depth sensing, a

reduction in the photopeak area was observed in our experiment for decreasing depth

indices (near to the anode side). This observation was confirmed through simulation

techniques. When employing the cathode signal for depth sensing, the photopeak

area remained much more uniform as a function of depth. It was determined that

the effect observed using the summation signal was caused by edge effects in the

weighting potential resulting in events from the same actual depth to be placed in

different depths. Hence, the preferred method for depth sensing is through utilization

of the cathode signal.

Finally, a study was conducted to determine the contribution that each source

of peak broadening has on the overall spectrum. This information provides insight

into the major causes of energy resolution degradation. Simulations were performed
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by adding each source of peak broadening individually, which included weighting

potential nonuniformity, electron trapping, Fano statistics, and electronic noise. It

was found that weighting potential nonuniformity only contributes 0.18% FWHM at

662 keV to the spectrum. This is a testament to the well-done coplanar grid design

employed in this study. The effect of electron trapping was found to have a significant

influence on the overall detector energy resolution, with a FWHM contribution of

0.60%. This source of peak broadening is largely due to variations in the electron

path length, both as a function of depth and as a function of lateral position, causing

variations in charge collection. The largest source of peak broadening in our model

is that due to electronic noise, which was determined to be 1.19% FWHM. This is

an effect that is inherent to all coplanar grid detectors. However, this effect can

be reduced through consideration of detector capacitance in the design as well as

through better material surface passivation techniques to limit leakage current. Other

factors will also have an influence on detector energy resolution, such as material

nonuniformity, and should be included in future models.

8.2 Recommendations for future work

In this dissertation, spectroscopic results from a variety of coplanar grid CZT

detectors were reported. From all the detectors tested, the best energy resolution

recorded was 1.65% FWHM at 662 keV. The next best detector resulted in 1.86%

FWHM at 662 keV. These results were impressive for the coplanar grid readout

method, however they still lag well behind the performance observed for pixellated

detectors. Using the 3-D readout technique on a pixellated CZT detector, an en-

ergy resolution of 0.93% at 662 keV has been reported [74]. Hence, a significant

discrepancy exists in terms of spectroscopic performance between these two meth-
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ods. One factor that helps to account for this discrepancy is the larger electronic

noise for the coplanar grid readout technique. The lowest noise recorded for copla-

nar grid CZT was ∼ 7 keV FWHM, whereas the noise estimated for the pixellated

detector was less than 4.5 keV FWHM. Hence, if we subtract the noise component

from the original peak and recalculate the FWHM, we find that the intrinsic FWHM

is
√

(1.65%)2 − (1.06%)2 = 1.26% for the coplanar grid detector, which is still well

above the energy resolution of the pixellated detector. Therefore, differences in spec-

troscopic performance cannot be accounted for through noise alone. Another factor

that could help to account for this discrepancy is the effect of material nonunifor-

mities. It is well known that CZT crystals can suffer from defects, such as grain

boundaries or Te-inclusions, such that the trapping probability can be significantly

higher in certain regions of the detector [75]. Such defects will not only result in a

variation in charge trapping as a function of depth, but also as a function of the lat-

eral position. With the pixellated readout technique this variation can be accounted

for to a large degree because of 3-D position sensitivity [76]. With the coplanar

grid readout technique, compensation can only be done in 1-D. This limitation gives

further advantage to the pixellated readout technique.

More analysis should be done to understand the aforementioned differences in

performance between the pixellated readout technique and the coplanar grid readout

technique. A study of this nature may help to provide further insight into the

limitations of the coplanar grid readout method. The most accurate way to compare

the performance of these methods would be to test both readout techniques on the

same CZT crystal. This would entail two iterations of detector fabrications, one with

coplanar grid anodes and the other with pixellated anodes. By allowing the crystal

to remain consistent, this then will make for a much better comparison study.
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Further insight can also be gained about these detectors by running better, more

accurate, simulations. One effect that was neglected in the models discussed in

this dissertation are material nonuniformities. This effect should be included in

future simulations, since it was determined that this can have a significant impact

on detector performance. This is not a trivial effect to include, however, since the

physics of such defects are not yet well understood. For instance, studies have shown

that Te-inclusions can have a diameter of ∼ 20 µm, but their effects of increased

electron trapping can extend well beyond their actual physical volume [75]. A good

first approximation would be to assume a random distribution of these Te-inclusion

sites with a density similar to that found in a typical CZT crystal. Any electrons

that pass within 25 µm of these sites will be permanently trapped. Such modeling

would be done in the waveform generation program, in which the electron trajectory

is calculated. Here, one would need to model an electron cloud drifting through the

crystal. A conditional statement would be included into the code which states that if

an electron is within a certain distance from a Te-inclusion, then that electron should

be trapped. These calculations would need to be done for every electron within the

cloud, which will be quite computationally intensive. Hence, such simulations could

benefit greatly by employing the most powerful computers available to the user.

Future studies of the coplanar grid CZT detector could benefit by employing

digital readout techniques for signal postprocessing. This would allow the user to

have greater flexibility in how the signals are processed after the preamplifier stage.

Hence, filtering could be done using a wide variety of digital filters and one wouldn’t

be limited by the filtering choices on the NIM shaping filter as used in this study.

However, possibly a greater advantage to using digital readout techniques would be

the ability to select and study particular types of events that occur in the detector.
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For example, because of trapping sites in specific regions of the detector, one may

observe a change in slope for the cathode signal due to significant trapping. These

types of events would lead to energy resolution degradation and could be filtered out

when using digital pulse processing techniques. Another advantage in using digital

readout is that it would provide a much easier method to determine the electron

mobility µe. Previously, to measure the µe it was necessary to record many pulse

waveforms using an oscilloscope and selecting the waveforms with the longest rise

times. Using digital techniques, this could be done in a more automated fashion,

resulting in less error due to inconsistencies by the user in proper event selections.

Results from the multi-pair coplanar grid detector fell short of the goals that were

set. However, it was established that the chief cause for the poor performance that

was observed was not because of the design concept itself, but rather because of

limitations in the crystal material or the detector fabrication process. As crystal

growth methods and detector fabrication techniques mature, more consistent large

volume detectors can be anticipated. Thus, another iteration of the multi-pair de-

tector would be recommended when crystals of this size can be grown with suitable

performance.

The multi-pair coplanar grid design used in our study consisted of 4 coplanar grid

pairs in a 2 × 2 array. This design was chosen based on the size of CZT crystal that

was acquired. In theory, there should be no limit to the number of coplanar grid

pairs used, since each pair can operate independently from all other pairs, similar

to a pixellated detector. Therefore, the size of the detector is only limited to the

size of good-quality CZT crystal that can be grown. Future studies should consider

this fact into the design. Once a 2 × 2 array detector is successfully fabricated and

good results are demonstrated, then a 3 × 2 or a 3 × 3 array should be constructed.
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One important drawback to a larger arrayed detector is the increased complexity

that will result. For every grid pair that is added to the design, 2 more readout

channels will be necessary. Although this can be done relatively simply, it will be at

a cost which may be deviating away from the original intent of this readout system.

However, in the end it will be up to the user to determine if the benefits of good

spectroscopic performance and good detection efficiency outweigh the disadvantages

of greater complexity.

Lastly, advanced ASIC technology has recently been developed for coplanar grid

detectors [73]. This technology allows for all of the capabilities from the detector box

shown in Figure 3.6, which includes 3 charge sensitive preamplifiers and a variable

gain subtraction circuit, to be shrunk down to an ASIC chip which can fit onto

one’s fingertip. In addition, timing information is also available on this chip, which

can be used as another tool for depth sensing. More testing of this ASIC should

be conducted so that eventually this technology can be implemented with future

coplanar grid detectors. Detectors employing the multi-pair coplanar grid design

could greatly benefit by this technology, since the readout electronics could be fit

into a much smaller package than by using traditional discrete readout electronics.

Such technology will ultimately allow for more portable gamma-ray detectors, making

the coplanar grid detector an even more appealing gamma-ray detection device.
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