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a b s t r a c t

A new method for measuring the electron mobility, the electron mean free drift time, and their product

has been developed for pixelated semiconductor detectors. Using data from a standard calibration

measurement, these three quantities are measured and compared against results using other methods.

Since the results can be easily obtained, comparisons of many detectors have been completed and show

that detector spectroscopic performance is independent of the electron trapping if the raw electron

trapping is less than 6.5% from the cathode to the anode surface.

& 2011 Elsevier B.V. All rights reserved.

1. Introduction

Thorough understanding of the characteristics of charge

carrier transport in a semiconductor detector is important for

determining the material quality and the overall detector perfor-

mance. Two typical quantities to characterize the charge trans-

port are the electron mobility (me) and the mean free drift time

(te). The derived quantity of mete is a common metric for studying

semiconductor properties.

Typical methods for measuring mete are conducted using

a-particle spectroscopy and are based on the Hecht relation [1].

However, methods based on the Hecht relation tend to be biased

towards lower value of mete due to ballistic deficit and surface

trapping [2]. Therefore a direct measurement technique based on

single polarity charge sensing can be used to improve the

determination of mete [2]. Single polarity charge sensing is a

technique developed for detector materials, such as CdZnTe or

HgI2, where the mobility of holes is several orders of magnitude

less than the mobility of the electrons [3]. Therefore, the induced

signal measured from the crystal will be entirely due to the

movement of the electrons as the holes are virtually stationary

during the electron drift.

The technique described in Ref. [2] uses measurements of

charge collection at different voltages to determine the value of

mete. This technique has been altered to utilize the standard

calibration data acquired for a pixelated semiconductor detector.

A standard calibration measurement is routinely made for each

detector to characterize its spectroscopic performance; therefore,

a technique to utilize this measurement to determine mete will

allow for a more thorough comparison between charge transport

properties and spectroscopic performance without requiring an

additional experimental effort. This new technique has allowed

for the comparison between mete and energy resolution for 35

2�2�1.5 cm3 CdZnTe detectors recently received from Redlen

Technologies, Inc. Comparable results for 1 cm3 CdZnTe detectors

grown by Redlen Technologies, Inc. have been found using a

technique based on the Hecht relation [3]. Other research groups

using the Hecht relation to measure the electron mobility-lifetime

product have also found comparable results [4].

2. Methodology

For each 2�2�1.5 cm3 CdZnTe detector a calibration mea-

surement is taken to correct the signal amplitude for each anode

pixel to determine its spectroscopic capabilities. These detectors

are pixelated with 121 anode pixels and contain a steering grid.

All tests were conducted at room temperature using identical

procedures with readout electronics from Gamma Medica-Ideas,

including the GMI VAS_UM2.3TAT4 application specific inte-

grated circuit (ASIC) [5]. The standard 3-D energy calibration

requires acquiring sufficient counts throughout the entire detec-

tor volume to accurately determine the signal amplitude of a full

energy deposition from a 662 keV Cs-137 gamma ray [6]. The

detector is typically separated into 40 depth bins along with the

121 anode pixels, resulting in an individual 3-D energy calibration

for each of the 4840 detector voxels for which a single interaction

could occur within. Therefore, raw single-pixel energy spectra are
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collected as a function of the three dimensional interaction loca-

tion. An example of the spectra for a single pixel exhibiting the

amplitude suppression due to electron trapping is shown in Fig. 1.

Taking advantage of the relatively constant anode signal amplitude

due to the small pixel effect and the depth-sensitive cathode signal

amplitude, the cathode-to-anode signal ratio is used to determine

the depth of interaction [7]. For each voxel, a raw photopeak

energy centroid and raw timing peak centroid—which is an

independent measure of the depth of interaction—are found.

The mean free drift time, the mobility, and their product can

now be calculated from the information obtained from each

voxel. From Eq. (1) for the signal amplitude deficit resulting from

electron trapping losses, the electron mean free drift time, te, can

be derived as shown in Eq. (2):

N¼N0 � e
ÿt=te ð1Þ

te ¼
ðt2ÿt1Þ

lnðN2=N1Þ
ð2Þ

where te is the electron mean free drift time, t is the drift time,

and N is the raw photopeak energy centroid.

The drift time between two vertical positions within a pixel in

the detector can be determined from the drift time versus depth

relationship for that pixel. An example relationship for a single

pixel is shown in Fig. 2, which shows that the depth of interaction

can be uniquely mapped to drift time. The non-linearity of the

depth of interaction to drift time mapping can be primarily

attributed to a non-uniform electric field near the anode and

cathode surfaces. To limit the effect of electric field non-unifor-

mity, the center region of the detector which has the best

linearity is used to determine te—depths ranging from 7.5 mm

to 13.125 mm. Therefore, the relationship between the photopeak

energy centroid and depth can be used to determine te through

mapping each depth to its unique drift time. The relationship

between photopeak centroid and depth is shown for a single pixel

in Fig. 3.

The electron mobility, me, is calculated from solving Eq. (3).

Any non-uniformity in the electric field is accounted for by

integrating the velocity, v, and electric field, E, over the depth, z,

as shown in Eq. (4). The final result, Eq. (5), gives me as a function

of the velocity and the magnitude of the Voltage, V, in that region

of the detector. The non-linearity in the drift time versus depth
relationship shown in Fig. 2 is accounted for by integrating over

the depth:

v¼ meE ð3Þ

Z 13:125 mm

z ¼ 7:5 mm

v � dz¼ me

Z 13:25 mm

z ¼ 7:5 mm

E � dz¼ me � V � x ð4Þ

me ¼
1

V � x

Z
v � dz¼

1

V � x

X13:125 mm

i ¼ 7:5 mm

ziþ1ÿzi

tiþ1ÿti
dz ð5Þ

where me is the electron mobility, dz is the width of the depth bins

(0.375 mm), and x is a scaling factor to account for the limits of

integration. The scaling factor x is equal to the depth range

divided by the total thickness, or 5.625 mm/15 mm¼0.375.

The electron mobility and mean free drift time can then be

multiplied to find mete, as shown in the following equation:

mete ¼
ðt2ÿt1Þ

V � lnðN2=N1Þ

X34
i ¼ 20

ziþ1ÿzi

tiþ1ÿti
dz ð6Þ

As shown in Fig. 3, the relationship between the depth of

interaction and the photopeak centroid is approximately linear in

the center region of the detector. Therefore, depths of interaction

ranging from 7.5 mm to 13.125 mm were used to determine

Fig. 1. Energy spectra showing the electron loss due to charge trapping between

two different interaction depths (7.5 and 12.75 mm relative to the anode) within a

single pixel of a 15 mm thick CdZnTe detector.

Fig. 2. Relationship for the drift time versus the depth of interaction that is used

to uniquely map drift time to depth. The depth of interaction is determined using

the cathode-to-anode signal ratio.

Fig. 3. Relationship between photopeak centroid and depth of interaction that is

used to determine te and mete . Again, the depth of interaction is determined using

the cathode-to-anode signal ratio.
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values for te and mete using York’s solution to a linear least

squares fit with known error in both parameters [8]. A weighting

potential correction was performed based on the weighting

potential values shown in Fig. 4. The induced charge on an anode

pixel is proportional to the difference in weighting potential

between the gamma-ray interaction location and the anode sur-

face; therefore, without a correction, pulse heights for interac-

tions near the anode will be underestimated compared against

interactions near the cathode.

This provides me, te and mete for each of the 121 pixels in the

detector. It should be noted that these calculated values are

averaged over all interaction depths within each pixel. These

values can then be averaged to determine the value for all three

parameters for an entire detector. The uncertainty in mete is also

determined for each pixel based on the measured depth uncer-

tainty within the device and the statistical uncertainty of deter-

mining the photopeak centroid at each depth [9]. The depth

uncertainty is less than 1 mm, but a 1 mm depth uncertainty was

used as a conservative estimate. Propagation of error was used to

determine the overall uncertainty in mete.

3. Results

Measured values for me, te and mete for two 2�2�1.5 cm3

CdZnTe detectors made by Redlen Technologies, Inc. were determined

using the methodology explained above. These have been compared

against the method described in Ref. [2] in Table 1. The uncertainty in

mete for Detector #1 and Detector #2 were measured to be 0:03�

10ÿ2 cm2=V and 0:01� 10ÿ2 cm2=V, respectively. The comparability

between the values from each method verifies the accuracy of this

new method. This new method has the advantage of determining

both me and te. Measured values of mete range from 0:5� 10ÿ2 to

3:2� 10ÿ2 cm2=V. Measured values of te range from 10 to 53 ms.

Measured values of me range from 0:014� 10ÿ2 to 0:085� 10ÿ2

cm2=V ms. The variation in me is slightly larger than expected and can

be attributed to the non-linearity in the electric field; however, it does

not appear that these variations cause a larger than expected

variation in mete.

Since this method uses data taken during the standard calibration,

it is possible to analyze trends relating the relative electron trapping

within a detector to its performance. In Fig. 5, it can be seen that there

is a correlation between the electron trapping and the raw energy

resolution of a device. This is expected as the raw photopeak will fall

in a different amplitude bin for a full energy event near the cathode

compared to an event in the middle of the active volume, which is

also different from an event near the anode. These differences cause a

spread in the overall spectrum. However, the 3D energy reconstruc-

tion can correct for the degradation since there is no obvious

correlation between the amount of electron trapping and the cor-

rected energy resolution in Fig. 6. This is achievable since the

correction is performed for each voxel in the detector, which corrects

the electron trapping as a function of depth. This means that the

overall spectroscopic performance of a semiconductor detector is

independent of the amount of electron trapping present in the

detector. A limitation put on this finding is that detectors with severe

trapping problems show a correlated poor energy resolution. It was

observed that detectors with worse than 6.5% raw FWHM at 662 keV

for single pixel events had a corrected energy resolution that was

limited by the trapping. However, this is a small fraction of the

crystals that have been delivered by Redlen Technologies, Inc [10].

The weak correlation between mete and the energy resolution

after the 3D position reconstruction can be further exemplified by

studying the pixel-by-pixel values of mete and energy resolution, as

seen in Figs. 7 and 8. It may appear that some regions of the detector

show correlation between the two parameters, however, other

pixels showing good energy resolution correspond to pixels that

have lower values of mete. The overall trend is that poor energy

Fig. 4. Weighting potential values for an anode pixel and the planar cathode. The

linearity of the cathode weighting potential allows for the use of the cathode-to-

anode signal ratio to determine the depth of interaction.

Table 1

Comparison of values for mete .

mete (�10ÿ2 cm2=V) me (�10ÿ2 cm2=Vms) te (ms) mete
a (�10ÿ2 cm2=V)

Detector #1 1:2770:17 0:04570:005 29:070:8 1:4170:84

Detector #2 1:0170:09 0:05570:005 18:570:2 1:0670:30

a Using method described in Ref. [2].

Fig. 5. The mete versus raw FHWM of full-energy peak for single pixel events. A

linear fit has a correlation coefficient of 0.29.
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resolution can be found in pixels that show a larger variation in the

trapping compared with the surrounding pixels. To better under-

stand this perceived relationship, the measured uncertainty in mete

is compared against both raw and corrected energy resolution for

single pixel events at 662 keV. The results in Fig. 9 show that there is

a good correlation between corrected energy resolution and mete

uncertainty, whereas there is poor correlation between raw energy

resolution and mete. These results are expected. The uncertainty in

the measured value of mete is determined by several factors. The

uncertainty in the depth of interaction and the statistical uncertainty

in the photopeak centroid at each depth contribute to the uncer-

tainty for mete in each pixel. Larger fluctuations in this uncertainty

will correspond to inconsistent trapping, causing an abnormal

spread to the amplitude distribution at each depth within the pixel.

This increases the uncertainty in the photopeak centroid, which

causes an increased uncertainty in the value of mete for the pixel.

A second factor that can increase the overall uncertainty for in mete

is the pixel-by-pixel fluctuation in the electron trapping. Larger than

expected variations between pixels would cause an increased

uncertainty in the averaged value of mete. These variation would

not be expected to impact the raw energy resolution as this is

dominated by the first order effect of the overall trapping within the

device. The corrected energy resolution fluctuates with these varia-

tions since the calibration will either over or under-correct the

events that showed the larger trapping variations.

4. Conclusions

A new method has been created to study the electron trans-

port characteristics of single polarity, pixelated semiconductor

detectors. This method utilizes the signal deficit from electron

Fig. 6. The mete versus corrected FHWM of full-energy peak for single pixel events.

A linear fit has a correlation coefficient of 0.04.

Fig. 7. The mete for each of the 121 pixels in an example CdZnTe detector. mete has

units of 10ÿ2 cm2=V.

Fig. 8. The 3D corrected energy resolution for single pixel events (in % FWHM at

662 keV) for each of the 121 pixels in an example CdZnTe detector.

Fig. 9. Percent uncertainty in mete versus raw and corrected FHWM for single

pixel events. A linear fit for the raw FWHM has a correlation coefficient of 0.00002

while a linear fit for the corrected FWHM has a correlation coefficient of 0.2.
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trapping to measure both te and mete during the calibration

process. The value of me is determined through uniquely mapping

the depth of interaction to the drift time. The results are shown to

be comparable to the values determined in other studies of

material from the same manufacturer [3].

This technique requires single polarity charge sensing, a

pixelated anode, a sufficiently long drift time compared to the

detector’s timing resolution, and a detector thickness that is large

compared to the pixel pitch. However, it is not subject to the

pitfalls that inhibit the methods based on the Hecht relation or to

problems such as the dependence of trapping along the horizontal

directions. Actually, this technique will measure the degree to

which a detector is subject to non-uniform trapping along the

horizontal directions as values of mete are found for all 121 pixels.

These values are found using standard calibration measurements,

allowing for easy comparisons between electron transport prop-

erties and overall spectroscopic performance for many detectors.

These comparisons have shown that spectroscopic performance is

independent of the amount of electron trapping in a device if the

raw electron trapping is less than 6.5% from the cathode to the

anode surface—this amount of electron trapping corresponds

experimentally to a mete of approximately 1� 10ÿ2 cm2=V and a

raw FWHM at 662 keV of approximately 5%. Finally, this techni-

que is not limited to only CdZnTe detectors, but can also be used

for other pixelated semiconductor detector such as HgI2 or TlBr.
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