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Abstract—Thallium-bromide (TlBr) is currently under in-
vestigation as an alternative room-temperature semiconductor
gamma-ray spectrometer due to its favorable material properties
(large bandgap, high atomic numbers, and high density). Pre-
vious work has shown that 5 mm thick pixelated TlBr detectors
can achieve sub-1% FWHM energy resolution at 662 keV for
single-pixel events. These results are limited to operation
where detector performance is stable. During the first one to five
days of applied bias at , many TlBr detectors undergo a
conditioning phase, where the energy resolution improves and the
depth-dependent electron drift velocity stabilizes. In this work,
the spectroscopic performance, drift velocity, and freed electron
concentrations of multiple 5 mm thick pixelated TlBr detectors
are monitored throughout the conditioning phase. Additionally,
conditioning is performed twice on the same detector at different
times to show that improvement mechanisms relax when the
detector is stored without bias. We conclude that the improved
spectroscopy results from internal electric field stabilization and
uniformity caused by fewer trapped electrons.
Index Terms—Alternative room temperature semiconductor,

TlBr spectrometers.

I. INTRODUCTION

T HALLIUM-BROMIDE is an attractivematerial for room-
temperature radiation detection because of its high stop-

ping power and large bandgap. Additionally, the melting point
for TlBr is only 460 ; therefore, simple melt-based techniques
like the traveling molten zone (TMZ) method can be used for
both growth and purification [1], [2]. Many researchers have
shown high resistivity ( cm) and good electron
mobility-lifetime products ( cm V in thick (up to
5 mm) TlBr detectors, resulting in good room-temperature or
near room-temperature performance [3]–[7].
Sub-1% FWHM single-pixel energy resolution at 662 keV

has been achieved on TlBr devices [3], but these results are
mostly limited to operation. After hours to days of
room-temperature operation, the performance degrades as a
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result of ionic conduction. Experimental results suggest that
and ions accumulate under the cathode and anode

electrodes respectively and interact with the contact material.
The degradation of the contact material eventually causes
device failure [8]–[11].
Reports have shown stable room-temperature operation by

applying Tl electrodes [8] and periodically switching the po-
larity of the bias [4]. Tl is extremely toxic, complicating the
electrode fabrication process. Additionally, stable performance
for longer than three days has not been experimentally demon-
strated. Further study is required to determine whether Tl elec-
trodes can achieve long-term ( month) room-temperature sta-
bility. Periodically switching the bias is undesirable for pixe-
lated detectors in which the anode must be the pixelated elec-
trode for optimal signal generation.
To date, the most consistent method to achieve long-term sta-

bility ( months) is to operate the device at [3], [7].
During the first one to five days of applied bias at , many
TlBr detectors exhibit a so called “conditioning phase,” where
the energy resolution improves and the depth-dependent elec-
tron drift velocity increases and stabilizes. In an effort to under-
stand the cause of the conditioning phase, three TlBr detectors
approximately 5 mm thick were monitored at . Our re-
sults suggest that the improved spectroscopy and stabilized drift
velocity are the result of a more uniform internal electric field.
LED interrogation of the sample throughout the conditioning
phase suggests that the improved electric field results from the
eventual removal of trapped electrons which cause undesirable
space charge fields.

II. METHODS

A. Experimental Setup
The TlBr detectors tested in this work were approximately

5 mm in each dimension and were fabricated by Radiation
Monitoring Devices (RMD). The raw material was purified and
grown using the TMZ method [2] and an evaporator was used
to apply Au/Cr contacts. Each detector had a three-by-three
pixelated anode and a planar cathode. The pixel pad area
was mm and the pixel pitch was 1 mm. A 1 mm
guard ring surrounded the outer pixels. Signals from all nine
anodes and the cathode were read out using eV-Products 509
charge sensitive preamplifiers, whose outputs were digitized
using a computer-operated 14 bit GageScope. For most testing
scenarios, each of the ten waveforms was recorded in 512
data points sampled every 100 ns for a total sampling window
of s. A Thermotron S-1.2-3200 environmental chamber
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Fig. 1. Signal amplitudes were determined using 100-point simple subtraction.

Fig. 2. (a) Cathode spectrum and window isolating cathode-side photopeak
events. (b) The normalized average cathode waveform of windowed events is
shown as the dashed trace. (c) The calculated electron drift velocity profile.

was used to ensure precise temperatures. For most cases, the
detectors were cathode biased to and flood irradiated
with to test the gamma response. Due to the small
active volume of the detector and limited data transfer rate of
the GageScope, gamma-ray measurements were analyzed in
twenty-four-hour data sets.

B. Digital Pulse Processing

The amplitudes of all ten waveforms (nine anode pixels and
cathode) were determined using simple subtraction (see Fig. 1).
One-hundred sampling points were used for the baseline and tail
averages. The gamma-ray spectra were corrected for electron
trapping and weighting potential effects (both depth dependent)
using the cathode-to-anode-ratio (CAR) [12]. The CAR was
also used to determine the depth-dependent photopeak count
rates.

C. Determination of Drift Velocity

Cathode waveforms from cathode-side photopeak events
were used to determine the depth-dependent electron drift ve-
locity. These events were selected by windowing on the upper
end of the cathode spectrum, as shown in Fig. 2(a). Once the
cathode-side photopeak events were isolated, the waveforms
were normalized to account for any amplitude differences.
(Typical energy resolutions ranged from 1 to 3% FWHM at
662 keV; therefore photopeak events do not have the exact same
amplitude.) Because of the linear cathode weighting potential,
a change in cathode amplitude is proportional to a change in
depth. The depth-dependent drift velocity was calculated by
dividing the change in cathode signal amplitude by the change
in time for each of twenty or forty cathode-signal depth bins
(see Fig. 2(b)–(c)). A similar method using alpha particles has
previously been applied to TlBr and CZT detectors and the
results are consistent with that of electrons [3], [13].

Fig. 3. Sample waveform from a center event used to calculate the hole drift
time for high hole mobility detectors.

D. Special Case for Hole Drift Velocity

Some TlBr detectors show a relatively high hole mobility and
full hole collection is observed for photopeak interactions in the
center of the detector. Fig. 3 shows a center event for a typical
detector with high hole mobility. The first slope ( s

s) is caused by the drift of both electrons and holes. The
second slope ( s s), is caused by the drift of
only holes. The electrons are fully collected at s due
to a faster drift velocity, resulting in the observed kink in the
waveform. The hole drift velocity was estimated by isolating
center events ( ) and dividing half the
detector thickness (2.5 mm) by the hole drift time. Unlike the
electron drift velocity, this method only estimates an average
value instead of a depth-dependent drift velocity profile.

E. Determination of Freed Electron Concentration

The freed electron concentration was estimated by measuring
the change in leakage current through the pixel preamplifiers
after the sample was illuminated with a Cree, Inc. 2.1 eV
(sub-bandgap) through-hole LED. The current was determined
by measuring the DC offset of the feedback resistor, the only
DC path through the preamplifier. A detailed description of the
leakage current measurement (without LED stimulation) can
be found in Ref. [11]. When the LED is turned on, sub-bandgap
photons excite trapped electrons into the conduction band,
increasing the leakage current. The impulse current in each
pixel is given by Eq. (1):

(1)

where is the conduction band population increase (i.e. con-
centration of freed (detrapped) electrons), is the electron drift
velocity, is the electron charge, and is the pixel pad area. Re-
arranging Eq. (1) results in an expression for the freed electron
concentration as a result of the LED illumination:

(2)

For detectors with low compared to , the hole drift
velocity will be negligible compared to the electron drift ve-
locity and the current will be dominated by freed electrons and
not freed holes. Based on gamma-ray analysis, this was the
case for detectors 935-16B1L and 44B2L, but not detector 935-



KOEHLER et al.: QUANTIFICATION OF THE CONDITIONING PHASE IN COOLED PIXELATED TLBr DETECTORS 1787

35AA1L. As a result, this method was not applied to detector
935-35AA1L.
The LED was used to illuminate the detector before each

twenty-four-hour data acquisition and the impulse current, ,
was measured in each pixel. The impulse current was propor-
tional to the LED current up to mA. To ensure the same
LED current (photon flux) each day, the impulse was measured
for three LED currents ( mA, mA, and mA) and a
linear best-fit line was used to determine the expected impulse at
exactly 6 mA. The uncertainty in the calculated impulse at 6 mA
(derived from the uncertainties in the linear fit parameters) was
propagated to the freed electron concentration uncertainties.
Waveforms from the first hour following the LED stimu-

lation were used to estimate the electron drift velocity using
techniques described in Section II-C. The LED was turned off
during the gamma-ray data acquisition. Previous work has used
light stimulation to remove space charge from TlBr [14] and
even measure electron concentrations of solar cell semicon-
ductor materials [15], [16]. The novelty of our approach is that
the same experimental setup (no change in bias, temperature,
electrode configuration, etc.) is used to measure the change in
trapped electrons and detector performance (energy resolution,
electric field profiles), simultaneously.

III. RESULTS

A. Electric Field Stabilization

Previous work has shown that the electron drift velocity
increases and becomes more uniform during the conditioning
phase [3], [17]. It was unclear whether the improvement was
due to a stronger effective electric field or higher mobility
( ). (Note that while the spatial average electric
field is set by the detector bias, there is no such constraint
on the average drift velocity. The average drift velocity will
dramatically increase ( ) when the electric field becomes
more uniform. Therefore, it is useful to define the effective
average electric field:

(3)

is not constrained by the detector bias and will increase
when the true electric field becomes more uniform.) Detector
935-35AA1L had sufficient hole mobility to measure both the
electron and hole drift velocities. Fig. 4 shows the hole drift
velocity as a function of the electron drift velocity during the
conditioning phase.
The linearity in Fig. 4 suggests that either the mobilities are

increasing by the same percentage, or the effective electric field
is increasing. Because the mobilities of holes and electrons are
governed by properties of the valence band and conduction band
respectively, it is unlikely that the mobilities would happen to
change by the exact same percentage during conditioning. It
is more likely that the effective electric field is increasing, re-
sulting in the simultaneous improvement of both the electron
and hole drift velocities. The slope of the least squares best-fit
line in Fig. 4 gives the mobility ratio: . This
ratio is higher than what is observed for most TlBr detectors

Fig. 4. Hole drift velocity as a function of the electron drift velocity for detector
935-35AA1L at 2000 V. The least squares line of best fit has the following
parameters: , , .

Fig. 5. Time-dependent energy resolution for detector 935-16B1L during two
different conditionings.

and indicates that high hole mobility crystals are achievable, al-
lowing for the possibility of simple planar electrodes.

B. Spectroscopy, Active Volume, and The Role of Trapped
Electrons
Each TlBr detector conditioned at the University of Michigan

demonstrated unique behavior. Two detectors were studied
using slightly different procedures in order to fully quantify the
conditioning phase.
1) Detector 935-16B1L: Detector 935-16B1L was condi-

tioned at in April 2014. It was subsequently biased
down, warmed up to room-temperature, stored in a desiccator
for three months, and reconditioned at in July 2014.
The time-dependent energy resolution for both tests is shown
in Fig. 5. Each twenty-four hour dataset had more than four
hundred and fifty thousand photopeak counts so the FWHM
uncertainty is negligible. In both measurements, the energy
resolution improves dramatically over the first five days, in-
dicating that whatever mechanism causes the improvement,
relaxes when the detector is stored without bias.
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Fig. 6. (a) Photopeak centroid as a function of time over day one (solid squares)
and day eight (open circles). (b) Total photopeak counts as a function of depth
during conditioning.

The photopeak centroid (proportional to charge collection ef-
ficiency) as a function of time during day one and day eight is
shown in Fig. 6(a). Based on the energy resolution and number
of photopeak counts, the centroid uncertainties are on the order
of 0.03% and unobservable on the figure. On day one, the photo-
peak centroid is very unstable, artificially degrading the energy
resolution. On day eight, the centroid is stable and good energy
resolution is observed.
In contrast to detector 935-35AA1L, detector 935-16B1L did

not have significant hole transport and the hole drift velocity
could not be measured. Over the first six days of both the April
2011 and July 2011 conditionings, the average electron drift ve-
locity improved from less than cm s (minimummeasure-
able drift time given the sampling window) to cm s.
Based on results from Fig. 4 (a different detector with high hole
mobility), it is likely here to that the electron drift velocity in-
crease is caused by an increase in the effective electric field (as
opposed to the mobility).
Fig. 6(b) shows the photopeak counts (raw anode amplitude

between 1200ADC and 1500 ADC) as a function of depth (from
CAR) over the first six days of the April 2014 conditioning. On
the first day, photopeak counts are recorded only within mm
of the anode surface, indicating that the internal electric field is
very weak in the center of the detector. Electron clouds from
both cathode-side and center events must travel through the
weak electric field in the center of the detector before being col-
lected by the anode. Therefore, even though the electric field is
likely high near the cathode (in order to preserve the average
electric field set by the cathode bias), no photopeak events are
observed near the cathode. The low electric field in the center
causes a poor region in the center and cathode side where in-
creased trapping and poor charge-collection-efficiency occurs,
removing photoelectric interactions from the photopeak range
defined above (1200 to 1500 ADC). As the device conditions
and the electric field improves, the fraction of the detector with
poor charge-collection-efficiency decreases from on day
one, to on day 2, to on day 3, and to on day
4. The energy resolution shows a sharp improvement between
day four and day five (see solid squares in Fig. 5) corresponding
to when the poor region disappears.
Due to the slow cathode rise time, the exact electric field pro-

file could not be measured during the first three days. How-
ever, by day four, the entire cathode waveform was collected
in the sampling window and the drift velocity profile was cal-
culated using the method described in Section II-C. Using the

Fig. 7. Electric field profile for the fourth day of the April 2014 conditioning
of detector 935-16B1L. The minimum electric field value sets an upper limit on
the critical electric field required to observe photopeak events at all depths.

Fig. 8. Cartoon of the electric field profile in detector 935-16B1L during the
conditioning phase. The horizontal dotted line represents a critical electric field
that has to be achieved in order to observe photopeak counts. The vertical dashed
line separates the good region (observable photopeak counts) from the poor re-
gion (no observable photopeak counts).

Fig. 9. Time-dependent energy resolution for detector 44B2L during two dif-
ferent conditionings.

known 2000 V/cm average electric field to normalize the pro-
file, the depth dependent electric field was estimated from the
drift velocity profile for day four (see Fig. 7). Photopeak events
were observed at all depths for the first time on day four (see
Fig. 6(b)). Therefore, the electric field in the center must have
been greater than a critical value required to observe photopeak
events at all depths in detector 935-16B1L. The minimum elec-
tric field on day four was V cm, which provides an
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Fig. 10. Freed electron concentration (solid circle) and cathode-side drift time (open squares) for the January 2015 conditioning in each pixel of detector 44B2L.
The discontinuity in the drift time occurs because the bias was increased from 750 V to 1000 V.

upper bound for this critical electric field. For days prior to day
4, the electric field in the center of the detector must have been
below 1000 V/cm since photopeak counts were not recorded at
all depths.
Although the cathode side drift time was too slow to calculate

the drift velocity profile during the first three days, Figs. 6(b)
and 7 were used to create a cartoon of the expected electric
field during all parts of the conditioning phase (see Fig. 8).
The horizontal dotted line shows the critical electric field (

V cm) that must be achieved in the center of the detector
in order to observe photopeak events at all depths.
2) Detector 44B2L: Detector 44B2L was also conditioned

two separate times to verify the relaxation of the conditioning
mechanism. Fig. 9 shows the time-dependent energy resolu-
tion for July 2014 and January 2015 measurements. Each
twenty-four hour spectrum had more than four hundred and
eighty thousand photopeak counts so the FWHM uncertainty
is negligible. During the January 2015 condition, the bias was
increased from 750 V to 1000 V after six days. When the
bias was 750 V, the January 2015 improvement was slower
compared to the July 2014 improvement. After the bias was
increased, the conditioning in January 2015 was faster com-

pared to July 2014, indicating that a higher bias can speed up
the conditioning phase.
Before each twenty-four-hour measurement during the

January 2015 conditioning, an LED was used to illuminate
the detector and the concentration of freed electrons from the
LED photons was estimated using Eq. (2). Fig. 10 shows the
freed electron concentration and cathode-side-event electron
drift-times for each pixel during the January 2015 conditioning
phase. The uncertainties are on the order of 4 to 6% and are not
visible for some points. The freed electron concentration is the
number of detrapped electrons as a result of exactly 6 mA of
current through the interrogating LED. The resulting number
of photons is well below the number required to free all trapped
electrons. Therefore, the freed electron concentration shown in
Fig. 10 is proportional, but not equal, to the total number of
trapped electrons. The proportionality constant was maintained
from day to day by using the same current (number of photons)
though the LED. As expected, there is a discontinuity in the
day 7 drift-times (open squares in Fig. 10) when the bias was
increased from 750 V to 1000 V. The freed electron concentra-
tion is independent of the electric field, so no discontinuity is
observed (solid circles in Fig. 10).
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The freed electron concentration and drift time (an inverse
measure of the effective electric field) decrease continuously in
all pixels to less than a fifth of their original values. During the
conditioning phase, the number of trapped electrons decreases,
either because the concentration of filled traps decreases from
photon and LED excitation, or because the number of trapping
sites is lowered as charged impurities drift to the electrode and
are neutralized. In the latter case, lowering the impurity con-
centration of the bulk material would shorten the conditioning
phase. In either case, the total amount of trapped space charge
is reduced, resulting in a more uniform internal electric field.
From Fig. 10, the effective average electric field improves by
more than 3x as a result of a more than 4x space charge reduc-
tion. The spectroscopy is dependent on the uniformity of the
electric field and improves from 5.6% to 2.4% as a result of the
reduced space charge.

IV. CONCLUSIONS

Conditioning occurs in some TlBr detectors operated at
. The energy resolution and electron drift velocity

improve over time. By measuring the electron and hole drift
velocities simultaneously, we conclude that the improved drift
velocity is the result of a more uniform electric field and not
a higher mobility. Additionally, we found that the uniform
electric field results in a stable photopeak and better energy
resolution. A new technique using LED stimulation was devel-
oped to monitor the freed electron concentration with the same
setup used to measure performance characteristics. The results
showed the influence of trapped space charge on detector per-
formance. It is likely that the space charge reduction over time
improved the electric field uniformity. From these results, we
conclude that reducing the impurity concentration which leads
to trapped space charge, would shorten the conditioning time.
Conditioning the detectors multiple times at different biases

showed that the conditioning mechanism relaxes when the de-
tector is not at bias and that the conditioning speed is dependent
upon the applied bias. Therefore, a higher bias can be applied
to condition the detector more quickly. After the device condi-
tions, the bias can be lowered for normal operation.
Based on these results, we expect that operating the detector

at higher temperatures would decrease the conditioning time
because the trapped space charge would either migrate more
quickly (in the case of charged impurities) or be freed from
thermal excitations (in the case of trapped electrons). However,

increasing the temperature increases the probability of polariza-
tion.
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