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Abstract—Thallium-bromide (TIBr) is currently under investi-
gation for use as an alternative room-temperature semiconductor
gamma-ray spectrometer. Performance of better than 1% FWHM
at 662 keV can be achieved when TIBr detectors are cooled to
—20°C. The theoretical limit of energy resolution is determined
by the ionization energy in semiconductor detectors, and accu-
rately measuring it is important for determining the best possible
performance. One method to determine the ionization energy of
semiconductor detectors compares pulse heights obtained from
the semiconductor to pulse heights from a silicon detector. Due
to their higher trapping, the charge collection efficiency (CCE)
of TIBr is significantly lower than it is in silicon, therefore a
correction to the ionization energy must be made. In this work, we
present the theory and measurement for accurately determining
the CCE using the Shockley-Ramo theorem and apply it to
measurement of ionization energy in pixelated TIBr detectors.
The ionization energy of two TIBr detectors is measured and
found to be 4.83(8) eV and 5.49(10) eV for the two samples at
room temperature and —20°C' respectively.

Index Terms—TIBr, room-temperature semiconductors, pixe-
lated detectors, ionization energy.

I. INTRODUCTION

HALLIUM-BROMIDE (TIBr) is currently under inves-

tigation for use as a room-temperature semi-conductor
gamma-ray spectrometer due to its wide band gap and high
stopping power. Additionally, due to its low melting point
and simple cubic structure, simple melt-based techniques
such as the traveling molten zone (TMZ) method can be
used for growth and purification [1]. Many researchers have
grown large boules with high resitivity (p > 10'°Qcm) and
demonstrated good electron mobility-lifetime products (u7. >
1073em?/V) in up to 5 mm thick detectors [1]-[3]. With
these samples, good performance has been demonstrated in
both room-temperature and near room temperature operation
[4]-[6].

Single-pixel performance better than 1% FWHM at 662
keV has been achieved in TIBr devices, but these results
have been limited to cooled operation at —20°C' [4],[7]. At
room-temperature, the device degrades as a results of ionic
conduction [8]. Recent developments in surface preparation
techniques have extended the room-temperature lifetime of
TIBr detectors from a few days to greater than 100 days [5],[9].
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To determine the best possible energy resolution in semi-
conductor detectors, the ionization energy of the material must
be measured. The ionization energy of TIBr has been reported
by multiple researchers. Shah, et al., determined a value of
6.5 eV in 1989 [10] and Hitomi, et al., determined a value of
5.5 eV in 2015 [11]. Both of these results were measured by
comparing the signal amplitude in TIBr to the signal amplitude
in another material at room temperature.

A reduction in the measured ionization energy as material
purity increases is not uncommon [11], but this is because the
trapping in the material is not properly accounted for when
determining the ionization energy. Hitomi, et al., proposed cor-
recting the observed signal by the measured charge collection
efficiency (CCE) to determine the intrinsic material parameter
of the ionization energy, which determines the true limiting
performance of the detector [11].

In their work, Hitomi, et. al, applied the traditional Hecht
relation to a pixelated detector, which does not properly
model the trapping, resulting in an under estimation of the
teTe product [11]. Fortunately, due to the low trapping, the
estimation of the CCE is still very accurate and the results
from Hitomi, et al. are still reliable.

In this work, we experimentally determine the ionization
energy in TIBr at both room-temperature and at —20°C. In
both measurements, we determined the CCE by a modified
Hecht relation for pixelated detectors and the two-bias method
using the updated correction for non-ideal weighting potentials
as reported in Ref [12] and corrected the measured ionization
energy.

II. METHODS
A. Experimental Setup

The TIBr detectors reported in this work were grown by
Radiation Monitoring Devices (RMD). The material was puri-
fied and grown using the TMZ method and an approximately
5 mm x 5 mm x 5 mm cube was cut from the resulting boule.
Detector 1 was then etched with HCI and platinum electrodes
were deposited by electron-beam at Lawrence Livermore Na-
tional Lab. More information about the detector fabrication
and performance can be found in Ref [5]. Detector 2 was
etched with Br-Methanol and Cr/Au electrodes were deposited
by vapor deposition at RMD, Inc.

Each detector has a three-by-three pixelated anode with
a 0.9 x 0.9 mm? pixel pad with 1 mm pitch and a planar
cathode. A 0.5 mm thick guard ring surrounds all the anode
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Fig. 1. Example of 100 point simple subtraction

pixels. The signal from each electrode was read out using
eV-Products 509 charge-sensitive preamplifiers whose outputs
were digitized by 14-bit GaGe Octopus CompuScope PCle
digitizers. For each waveform, 512 samples were recorded at
a sampling frequency of 10 MHz. The detector was cathode-
biased to -1000V (unless otherwise noted) and irradiated from
the cathode side with 24’ Am gamma rays. For the cooled
work, the detector testing was done in a Thermotron S-1.2-
3200 environmental chamber.

The silicon detector in this work was a Hamamatsu PIN
diode (S1223). The diode bias was set so full charge collection
was achieved within 10 ps (~30 V) and was irradiated with
241 Am gamma rays. The signal was read out using the same
preamplifiers and digitizer settings as the TIBr detectors.

B. Digital Pulse Processing

The amplitude of each measured waveform was determined
by simple subtraction (see Fig. 1). 100 data points were
used for both the baseline and tail regions of the waveforms.
The same processing method was used for both TIBr and Si
waveforms.

The example waveform in Fig. 1 shows a small amount of
preamplifier decay over the sampling time (51.2 us). Since
the same sampling time was used for both TIBr and Si, and
the rise time of the pulses were similar, it was assumed that
the amount of preamplifier decay for both materials was the
same.

C. Determination of the Ionization Energy

The ionization energy of T1Br was determined by comparing
the pulse height from 2*'Am in TIBr to that in Si and
correcting for charge collection efficiency (CCE). Due to the
very high p7 product in Si, the CCE was assumed to be unity
for Si. The ionization energy of TIBr, wr;p, can then be
determined by Eq. 1.

ASi_ g, (1)

WTIBr = CCETlBrAi
TIBr

Where Ag; and Ap;p, are the 24! Am signal amplitudes in
Si and TIBr respectively and wg; is the ionization energy of
silicon, taken to be 3.67(2) eV from Ref [13]. For an ideal
pixelated weighting potential, the CCE can be calculated if
the p7-product is known.

N
CCEfFO
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Where t is the thickness, E is the electric field, IV is the initial
number of charges and N is the number of charges which reach
the anode. The p7-product can be calculated in multiple ways
including a fit to a modified Hecht relation or the two bias
method.

1) Two-bias Method: Using the two-bias method, the p7-
product can be calculated by

2 11
feTe kln(%—;) (Vz Vl). ©)

Where N; and N are the signal amplitudes at two different
biases V7 and V5 and k is a correction factor which accounts
for the non-ideal weighting potential in pixelated detectors as
discussed by Koehler, et. al [12].

2) Modified Hecht Relation: In general, the induced charge,
Q, from a drifting charge, q, is given by the Shockley-Ramo
theorem, as

* 0
o- [ Of—q(x) 20l )

where )y is the weighting potential and xg and x; are
the initial and final positions respectively. The drifting charge
varies along its path due to trapping given by

q(x) = Qoe(wo—w)/HeTeE _ Qoe(aso—z)t/ue-,—ev 5)

where @ is the initial number of charges created by the
incident gamma-ray. Combining Eqs. 4 and 5 and assuming
the interaction occurs on the cathode side (zg = 0), the CCE
can be expressed as

0
CCE = Q — / _e(wo—w)t/ueTeVde_ (6)
0 t 3:E

In the case of a linear weighting potential, this reduces to the
traditional Hecht relation as applied by Hitomi, et. al [11].
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For ideal pixelated detectors, the weighting potential is zero

throughout the bulk and sharply increases to unity at the anode
surface, so the CCE is instead given by

0
CCE;jour :/ _e(wo—w)t/MeTeV(;(x)dx — ot eV (8)
t

Eq. 8 represents the modified Hecht relation for pixelated
detectors. A more accurate determination of the p7-product
can be made by accounting for the non-ideal part of the
weighting potential by solving Eq. 6 using a numeric solution
for the weighting potential in the detector determined using
the exact detector geometry.
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Fig. 2. 241 Am spectrum in TIBr detector 1 (pixel 3) for multiple detector
biases.
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Fig. 3. Photopeak centroid versus inverse bias for TIBr detector 1 showing
fits for both the classic Hecht relation (Eq. 7) and the modified Hecht relation
(Eq. 8). (Note: these fits are very similar and overlap in the figure).

III. RESULTS
A. Room Temperature - Detector 1

Fig. 2 shows the 24! Am spectrum from an example pixel of
TIBr detector 1 at multiple different biases with Fig. 3 showing
the centroid versus bias fit by both the classic Hecht relation
(Fit 1, Eq. 7) and the modified Hecht relation for pixelated
detectors (Fit 2, Eq. 8). (Note: these fits are very similar and
overlap in Fig. 3).

Table I shows the fit parameters for three different fits to

TABLE I
FIT PARAMETERS

Fit Type peTe [1073 cm?/Vs]  CCE at 1000 V
Ideal WP 4.0 0.954
Exact (Numerical) WP 3.6 0.954
Classic Hecht (Linear WP) 1.9 0.952

the centroid versus bias for the detector. These are the two
fits shown in Fig. 3 and a third one using the exact weighting
potential of the pixelated detector. These fits show very close
values for the CCE, though they vary greatly in their calculated
teTe-product. This shows that the results from Hitomi et al.
[11] for the ionization energy are reliable even though the
wrong model for trapping was used.

Table II shows the calculation of the ionization energy from
4 pixels of detector 1 at room-temperature, where w. s is the
uncorrected ionization energy, and w is the true ionization
energy as calculated using Eq. 1 corrected with the CCE
determined using the true weighting potential. Results are only
available for these four pixels due to high electronic noise in
some pixels and some attenuation from the detector substrate
board preventing good TIBr spectra on other pixels.

The ionization energy in detector 1 was determined to be
4.83(8) eV at room temperature.

B. Cooled (—20°C) - Detector 2

Detector 2 operated at —20°C' and the CCE was calculated
from the p.7.-product determined by the two-bias method
(see Eq. 3 using the proper correction factor for the exact
detector geometry as reported in Ref [12]). The silicon signal
amplitude was also recorded at —20°C' to account for any
drift in the preamplifiers with temperature. Table III shows
the results from detector 2.

The ionization energy in detector 2 was determined to be
5.49(10) eV at —20°C.

C. Comparison of Results

The two measurements of the ionization energy do not
agree within error, though each detector showed stable signal
amplitudes and reproducible results. It is possible that the ion-
ization energy of TIBr can change with temperature. Detector
1 represents new TIBr material which has been optimized for
room-temperature operation in both its growth and fabrication.
These type of detectors are not stable when cooled, so cooled
operation would not yield reproducible results. Consequently,
a direct comparison of the ionization energy in this detector
with temperature is not possible. Detector 2 represents older
TIBr material which polarizes very quickly (a few hours to a
few days) at room temperature, so any measurement at room
temperature with it will not be repeatable, and again a direct
comparison cannot be made.

In the determination of the cooled ionization energy, the
ionization energy of Si was assumed to be constant with
temperature. The ionization energy does increase very slightly
as the temperature decreases, increasing by 4% between room
temperature and 77 K [14]. This would indicate that the cooled
ionization energy could be slightly higher than reported here,
but this does not account for the large difference observed
between the two temperatures.

D. Prediction of Limiting Energy Resolution

Using the ionization energy the theoretical limiting energy
resolution can be estimated.

| Fw
Rlimit =2.35 f

)
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TABLE II
IONIZATION ENERGY IN DETECTOR 1

Pixel Ag; [ADC]  App, [ADC] CCE at 1000V w.sr [eV] W [eV]
1 767.06 541.1 0.948 5.20 493

3 768.03 553.94 0.954 5.09 4.85

4 754.99 556.84 0.960 498 478

6 752.02 549.95 0.948 5.02 4.76
Average: 5.07(10) 4.83(8)

TABLE III
IONIZATION ENERGY IN DETECTOR 2

Pixel Agi AT1Br WeTe CCE Wej f w
[ADC] [ADC] [1072 ¢m?/Vs] at 1000 V [eV] [eV]

1 256.7 161.0 4.2 0.94 5.85 5.51

3 254.1 165.9 10 0.97 5.62 5.49
4 248.9 165.0 6.4 0.96 5.53 5.32
6 256.0 170.9 12 0.98 5.58 5.47
8 259.8 169.0 12 0.98 5.64 5.53
9 250.2 158.9 11 0.98 5.78 5.64

Average: 5.67(12)  5.49(10)
Where F is the Fano factor and E is the energy of the gamma- TABLE IV

ray. The Fano factor depends on the exact phonon energy
levels in the material and thus can vary between different
detector materials [15]. Without measuring phonon levels, a
simplified model for the Fano factor can be used resulting in
Eq. 10 [16].
(0 P y? a0
6 w
Using Eq. 10, the Fano factor of Si is estimated to be 0.07.
This result is much lower than many reported values [17],
but the Fano factor in Si is known to vary with X-ray energy
which is an effect not included in the model used to generate
Eq. 10 [16], [17]. However, Eq. 10 predicts a value of 0.09
for Ge, which is close to some reported values [18].

Consequently, Eq. 10 may not accurately predict the actual
Fano factor in each material, but it and the theory behind it
does indicate that a lower Fano factor in TIBr can be expected
because the lower ratio between the band gap and ionization
energy.

Table IV shows a comparison of the theoretical limiting
energy resolution of TIBr to CZT at 662 keV using the
CZT ionization energy reported in Ref [14] and the cooled
ionization energy from this work. Because the ratio of the
ionization energy to band gap in TIBr is much lower, the
limiting energy resolution is better in TIBr than in CZT even
due to its wider band gap.

Though both materials are currently limited by material
non-uniformity and electronic noise, and detailed study of the
phonon modes in TIBr is needed to more accurately estimate
the Fano Factor in TIBr, this demonstrates that T1Br could be
capable of comparable energy resolution to that of CZT as the
material continues to improve.

IV. CONCLUSION

The ionization energy of two TIBr detectors was measured
and found to be 4.83(8) eV at room temperature and 5.49(10)
eV at —20°C' when corrected for charge collection efficiency.
The higher value agrees with the previously reported value

COMPARISON OF THEORETICAL LIMIT OF RESOLUTION IN TLBR AND
CZT AT 662 KEV

Material CZT TIBr
Band Gap [eV] 1.64 2.68
W [eV] 4.6 5.49
Fiheory 0.069 0.044
Riimit at 662 keV ~ 0.16%  0.14%

by Hitomi et. al. [11], and the variation between the two
measurements may be due to both material differences and
the temperature.

The charge collection efficiency was determined both by
Hecht fitting and the two-bias method with the correction
factor for non-ideal weighting potentials. Due to the low
trapping in these detectors, the charge collection efficiency
was demonstrated to not be a strong function of the trapping
model, though using the proper trapping model is important
for precise determination of the p.7.-product.

The ratio of the ionization energy to the band gap in TIBr
is much lower than in many other semiconductor materials (at
~2 to 1, instead of ~3 to 1), and this causes the theoretical
limiting energy resolution of TIBr to be similar to that of CZT
even though it has a much wider band gap.
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